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1 groups

I Groups
In Algebra 3, we will study abstract algebraic structures. Chiefly among them, we
have groups, which are useful in representing symmetries, rings & fields, which
help us think about number systems, and vector spaces & modules, which encode
physical space.

first properties

e.g. a polygon, graphs,
tilings, "crystal," "molecules,"
rings, vector spaces, metric
spaces, manifolds

Why do we care about groups? If X is an object, we call a symmetry of X a function
X → X which preserves the structure of the object.

The collection of symmetries, Aut(X) = {f : X → X}, we can structure as a group:
let ∗ = ◦, e = Id, and f ∈ Aut(X) be an element By the group axioms,

f ∈ Aut(X) are bijective
A note on notation: for non-commutative groups, we write a ∗ b = ab, e = 1 or 1,
a′ = a−1, and an = a · ... · a

n times

. This is called multiplicative notation. For commutative

rings, we write a ∗ b = a + b, e = 0 or 0, a′ = −a, and na = a + ... + a
n times

.

♠Examples♣ e.g. 1.1

1. If X is a set with no operations, Aut(X) is the set of all bijections f : X → X.
One calls this the permutation group, or, if |X | = n < ∞, the symmetric group,
and we write Aut(X) = Sn.

2. If V is a vector space over F, Aut(V ) = {T : V → V }, the set of vector space
isomorphism. If dim(V ) = n, recall that we assocate V with Fn, whose set of
isomorphism is given by GLn(F), the collection of n × n invertible matrices.
This is called the linear group.

3. If R is a ring, then (R,+, 0) is a commutative group. Furthermore, (R×,×, 1) is
a non-commutative group, where R× := R \ {non-invertible elements of R}.

4. If V is Euclidean space endowed with a dot product, where F = R, with
dim(V ) < ∞, Aut(V ) = O(V ) is called the orthogonal group of V . In particu-
lar, O(V ) = {T : V → V : T (u) · T (v) = u · v}.

5. If X is a geometric figure (e.g. a polygon), we write Aut(X) = Dn, where
|Aut(X)| = n, and call this the dihedral group.

def 1.1A homomorphism from groups G1 → G2 is a function ϕ : G1 → G2 satisfying
ϕ(ab) = ϕ(a)ϕ(b), where a, b ∈ G1.

prop 1.1ϕ(1G1
) = 1G2

and ϕ(a−1) = ϕ(a)−1 ∀a ∈ G1.

proof.
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ϕ(1G1
) = ϕ(12

G1
) = ϕ(1G1

)2 =⇒ ϕ(1G1
) = ϕ(1−1

G1
)ϕ(1G1

) = 1G2
.

ϕ(a−1)ϕ(a) = ϕ(a−1a) = ϕ(1G1
) = 1G2

=⇒ ϕ(a−1) = ϕ(a)−1.

def 1.2 A homomorphism which is bijective is called an isomorphism. If there exists an
isomorphism between two groups G1 and G2, we call them isomorphic, and write
G1 � G2. One can thus call Aut(G) the set of isomorphisms from G→ G.

♠Examples♣e.g. 1.2

Take G = Z/nZ = {0,1, ..., n − 1}. Note that ϕ : G → G is determined entirely by
ϕ(1), since ϕ(i) = ϕ(1 + ... + 1︸     ︷︷     ︸

i times

) = ϕ(1) + ... + ϕ(1)︸              ︷︷              ︸
i times

. How can we find an element

of Aut(G)? Clearly, not all mappings ϕ(1) are bijective: take n to be even and
ϕ(1) = 2. Then ϕ(2) = 4, ϕ(3) = 6, ..., ϕ(n/2) = 0, so ϕ is not surjective. We
know then that ϕ(G) = ϕ(1)Z mod n, and would like ϕ(G) = G. If ϕ(1) and n
are co-prime, then we can write kϕ(1) + ln = kϕ = 1, so every element can be
reached.

We can construct a group isomorphism η : Aut(Z/nZ) → (Z/nZ)× which sends
ϕ → ϕ(1). Clearly η(ϕt1 ◦ ϕt2) = ϕt1 ◦ ϕt2(1) = ϕt1(t2) = t1t2 = η(ϕt1)η(ϕt2), so η
is a homomorphism. It is also bijective: given ϕ(1), we can deduce a mapping for
each element.

def 1.3 For a group G and an object X, define an action to be a function from G × X → X
such that

1. 1 × x = x

2. (g1g2)x = g1(g2x)

for x ∈ X, g1, g2 ∈ G. One can create from this the automorphism mg : x→ gx of
X: if gx1 = gx2, one can take the group inverse to conclude x1 = x2. Similarly,
given x ∈ X, we know mg(g−1x) = x.

prop 1.2 Given an action of G on X, the assignment g → mg is a homomorphism between
G→ Aut(X).

proof. mg1g2
(x) = g1g2x = g1(g2x) = g1mg2

(x) = mg1
(mg2

(x)) = mg1
◦mg2

(x)

In fact, given a homomorphism of this form, one can extract the group action.

def 1.4 A G-set is a set X endowed with a group action of G. If ∀x, y ∈ X,∃g ∈ G : gx = y,
we say that this G-set is transitive. Finally, a transitive G-set of a subset of X
("G-subset of X") is called an orbit of G on X.
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prop 1.3Every G-set is a disjoint union of orbits.

proof.We define a relation on X as follows: x ∼
G
y if ∃g : gx = y. This is an

equivelance relation:

1. Take g = 1. Then 1x = x, so x ∼
G
x.

2. If gx = y, then g−1y = x, so x ∼
G
y =⇒ y ∼

G
x.

3. If gx = y and hy = z, then hgx = z, so x ∼
G
y ∧ y ∼

G
z =⇒ x ∼

G
z.

From prior theory, we know that equivalence classes of an equivalence re-
lation on X form a partition of X. However, by definition, the equivalence
classes of the above relation are exactly the orbits of the G-set on X.

We denote the set of equivalence classes defined in the proof above X/G.
♠Examples♣ e.g. 1.3

1. Let X = {♣}, G be a group, and g♣ = ♣. This is a group action. The
homomorphism m : G→ Aut(X) = S1 sends g to the identity.

2. Let X = G, G be a group, and gx = gx (group action on the lhs, left-
multiplication on the rhs). We have the homomorphism m : G→ Aut(G)
such that m(g)(x) = gx = gx. This is an injective function, since we can
always take the group inverse, i.e. m(h)(x) = m(g)(x) =⇒ g = h. Thus,
G � m(G) ⊆ Aut(G).

3. Let X = G as before, but let gx = xg−1. We can check that this is a group
action: (1) 1 ∗ x = x1−1 = x1 = x and (2) g ∗ (h ∗ x) = (h ∗ x)g−1 = xh−1g−1,
where (gh) ∗ x = x(gh)−1 = xh−1g−1 =⇒ g ∗ (h ∗ x) = (gh) ∗ x.

4. Letting X = G × G, we can form a group action from both left- and right-
multiplication: (g, h) ∗ x = gxh−1. One can check its validity.

def 1.5If X1 and X2 are G-sets, then an isomorphism from X1 to X2 is a bijection ϕ : X1 →
X2 such that ϕ(gx) = gϕ(x) ∀x ∈ X1, g ∈ G.

def 1.6LetH < G. Define G/H to be the set of orbits for right action on G, i.e {aH : a ∈ G},
where aH = {ah : h ∈ H}. We call these left cosets. We also have right cosets,
{Ha : a ∈ G}.

For example, take G = S3 and H = {1, (12)}. Then G/H = {{1, (12)}, {(13), (123)}} =
{H, (13)H} and H \ G = {{1, (12)}, {(13), (132)}, {(23), (123)}}.
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1.1 Size of Cosets

Let H < G. If H is finite, then |H | = |aH | ∀a ∈ G.

As proof of this fact, one may take the bijection ϕ : H → aH : ϕ(h) = ah.

1.2 Lagrange

Let G be finite. The cardinality of any subgroup H < G divides the cardinal-
ity of G. In particular, |G| = |H | · |G/H |.

def 1.7 Define the stabilizer of an element of a G-set x0 ∈ X to be {g ∈ G : g ⊛ x0 = x0}.

prop 1.4 If X is a transitive G-set, then ∃H < G such that X � G/H as a G-set.

proof. Choose x0 ∈ X. Define H = stab(x0) := {g ∈ G : g ⊛ x0 = x0}. One may
show that H is indeed a subgroup. We then define ϕ : G/H → X such that
gH → gx0. Checking some properties:

1. ϕ is well defined. If gH = g ′H , then ∃h : gh = g ′. Then ϕ(gH) = gx0
and ϕ(g ′H) = g ′x0 = ghx0. But h ∈ stab(x0), so this is just gx0.

2. ϕ is surjective. This follows from the fact that X is transitive: for
x, x0 ∈ X,∃g ∈ G with gx0 = x. Then ϕ(gH) = gx0 = x.

3. ϕ is injective. Take g1x0 = g2x0. Then g−1
2 g1x0 = x0, so g−1

2 g1 ∈ H , i.e.
g2H = g1H

4. ϕ is a G-set isomorphism. ϕ(g ⊛ aH) = ϕ(gaH) = gax0 = gϕ(aH).

1.3 Orbit-Stabilizer

If X is a transitive G-set, x0 ∈ X, and |G| < ∞, then X � G/stabG(x0). In
particular, |G| = |X | · |stabG(x0)|

def 1.8 Given H < G, we say h1, h2 ∈ H are conjugate if ∃g : g−1h1g = h2, or, equivalently,
gh1g

−1 = h2. Given H1, H2 < G, we say H1 and H2 are conjugate equivalent if every
element in H1 is conjugate to some element in H2.

prop 1.5 Stabilizers of elements in a transitive G-set X are conjugate equivalent.

proof. Let x1, x2 ∈ X and consider stab(x1), stab(x2). Since X is transitive, ∃g : gx1 =
x2. Thus, if h ∈ stab(x2), i.e. hx2 = x2, then hgx1 = gx1 =⇒ g−1hgx1 =
x1 =⇒ g−1hg ∈ stab(x1). Thus, there exists a conjugation of every element
in stab(x2) which is an element in stab(x1). One shows the converse similarly
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to conclude that stab(x1) and stab(x2) are conjugate equivalent.

prop 1.6We can show a natural bijection between the "pointed G-sets" (X, x0) with sub-
groups of G: send (X, x0) → stab(x0) and H → (G/H, H). This establishes the
intuition that the number of transitive G-sets up to isomorphism is exactly the
number of subgroups of G up to conjugation.

proof.Consider an isomorphism class P of pointed G-sets, i.e. ∀(X, x0), (Y , y0) ∈ P ,
X � Y . Consider the mapping Φ : (X, x0) ∈ P → stab(x0). The image of
this mapping is a conjugation class: since X � Y , we know that there exists
a unique mapping ϕ(y0) = xk. Since X is transitive, ∃g : gxk = x0. Then
h ∈ stab(x0) =⇒ hx0 = x0 =⇒ hgxk = gxk =⇒ hgϕ(y0) = gϕ(y0) =⇒
ϕ(hgy0) = ϕ(gy0) =⇒ hgy0 = gy0 =⇒ g−1hg ∈ stab(y0).

[8pt]Conversely, one can show that the image of the mapping Ξ : H →
(G/H, H) over a conjugation class I : ∀F, H ∈ I,∃g ∈ G : g−1Fg = H is an
isomorphism class over G-sets.

[8pt]Thus, the set of G-sets up to isomorphism is in bijection with the set of
H < G up to conjugation.

♠Examples♣ e.g. 1.4

1. Let H = G. Then G/H = {H}. X = {∗} � G/H . Similarly, if H = 1, then
G/H � G = X.

2. Let G = Sn. Let X = {1, 2, ..., n}. For n ∈ X, X � G/stab(n) = G/Sn−1.

3. Let X be a regular tetrahedron. Let G = Aut(X) (the set of rigid motions).
Notate X = {1,2,3,4} (for each vertex). Then G acts transitively on X. In
particular, stab(1) = Z3 =⇒ |G| = 4 · 3 = 12.

4. Let G = Aut(X) on a tetrahedron, this time including reflections. Then
G = S4, since one can always send a → b by reflecting through a plane
intersecting c, d.

5. Let X be a cube, G = Aut(X), the rigid motions on X. Note that there are
6 faces, 12 edges, and 8 vertices. If x0 is a face, then stab(x0) are exactly
the rotations about the axis intersecting the face, i.e. |stab(x0)| = 4, so
|G| = 6 · 4 = 24. As 4! = 24, it is tempting to consider that G � S4. This
turns out to be true: let G act on the cube’s diagonals.

prop 1.7If ϕ : G → H is a homomorphism, then ϕ is injective ⇐⇒ ϕ(g) = 1 =⇒ g =
1∀g ∈ G.

proof.
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Let ϕ(g) = 1 and ϕ be injective. Then ϕ(g2) = ϕ(g) =⇒ g2 = g =⇒ g = 1.

[8pt]Let ϕ(g) = 1 =⇒ g = 1. Then ϕ(a) = ϕ(b) =⇒ ϕ(b−1a) = 1 =⇒
b−1a = 1 =⇒ a = b, so ϕ is injective.

Define ker(ϕ) := {g ∈ G : ϕ(g) = 1}. This is a subgroup.

def 1.9 Observe that, for g ∈ G, h ∈ ker(ϕ), we have g−1hg ∈ ker(ϕ). Subgroups which
obey this property are called normal subgroups.

prop 1.8 If N is normal, then G/N = N/G, i.e. gN = Ng ∀g. One can view G/N as a group
with g1N · g2N = g1g2N , and 1G/N = N .

proof. gN = {gn : n ∈ N } = {gg−1ng : n ∈ N } = {ng : n ∈ N } = Ng. The group
operations follow immediately.

1.4 Isomorphism Theorem for Groups

If ϕ : G→ H is a homomorphism, N = ker(ϕ), then ϕ induces an injective
homomorphism ϕ : G/N ↪→ H : ϕ(aN ) = ϕ(a).

proof.

ϕ being a homomorphism follows from the fact that ϕ is a homomorphism.
For injectivity, see that ϕ(aN ) = 1 =⇒ ϕ(a) = 1 =⇒ a = 1.

♠Examples♣e.g. 1.5

⟳

⟲

1

1′

2

2’

3

3’

4

4’

Let X be a cube, and G = Aut(X) be the set of rigid motions. Consider the
homomorphism ϕ : G→ S4 (permutations of the diagonals). Then ker(ϕ) = {σ ∈
Aut(X) : σ ({ii′}) = {ii′}} = ∩4

j=1stab({jj ′}). Observe that stab({ii′}) are exactly the
3 rotations about the axis ii′ (red), the 2 perpendicular rotations (blue), as well as
the identity. Observe that these rotations are disjoint, so ∩4

j=1stab({jj ′}) = {1} =⇒
ker(ϕ) = 1.

Then, we have ϕ : G/ ker(ϕ) ↪→ S4 = G/{1} ↪→ S4 = G ↪→ S4 is injective. Since
|G| = |S4|, we have that G � S4.

9/13/24 Consider now G̃ = Ãut(X), consisting of rigid motions and reflections. We have
G̃/G = {1, τ}, where τ is some orientation-reversing reflection. One can conclude
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then that #G̃ = 4! · 2 = 48. One could write τ = −I3, the orientation-reversing
identity. Thus gτ = τg ∀g ∈ G̃.

It’s tempting to say G̃ � S4×Z2, given the construction above, and that G̃ = G⊔τG.
This is correct: take S4×Z2→ G̃ : (g, i) 7→ gτ i . We verify this is a homomorphism:
g1τ

i1g2τ
i2 = g1g2τ

i1+i2 .

def 1.10The center of G, notated Z(G), is {z ∈ G : zg = gz∀g ∈ G}. Elements in the center
are their own conjugations.

def 1.11Let σ ∈ Sn be decomposed into disjoint cycles τ1, ..., τk. The unordered set
{|τ1|, ..., |τk |} is called the cycle shape of σ . Alternatively, the cycle shape is the
partition of n

|τ1| + ... + |τk | = n

where we include all identity cycles (i), with size 1.

♠Examples♣ e.g. 1.6

1. Let σ ∈ Sn fix all elements. Then the cycle shape of σ is dictated by 1+...+1 =
n.

2. Let σ = (1 2 ... n) ∈ Sn. The cycle shape of σ is dictated by n.

3. Consider all permutations in S4, decomposed into disjoint cycles. We have
the following cycle shapes:

partition σ ∈ S4 #

1 + 1 + 1 + 1 {1} 1

2 + 1 + 1 {(12), (13), (14), (23), (24), (34)}
(4
2
)

= 6

3 + 1 {(123), (124), (132), (134), (142), (143), (243), (342)} 4 · 2 = 8

2 + 2 {(12)(34), (13)(24), (14)(23)} 3

4 {(1234), (1243), (1324), (1342), (1423), (1432)} 3! = 6

1.5 Relation Between Cycle Shape and Conjugation

Two permutations in Sn are conjugate ⇐⇒ they have the same cycle shape.

proof.
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( =⇒ ) Let g ∼ g ′, i.e. g ′ = hgh−1 for some h ∈ G. Let g(i) = j. Then
g ′(h(i)) = hgh−1h(i) = hg(i) = hj. Thus, for a disjoint cycle τ of g, say
(a, b, ..., z), we have that τ ′ = (h(a), h(b), ..., h(z)) is a disjoint cycle of g ′, i.e.
they have the same cycle shape.

Let g, g ′ ∈ Sn have the same cycle shape. Then consider h ∈ Sn which per-
mutes the elements of cycles in g to the elements of cycles in g ′. Then
hgh−1 = g ′.

For example, g = (123)(45)(6) and g ′ = (615)(24)(3). h is then (163524).

♠Examples♣e.g. 1.7

We’ll revisit example (3) from above:

conjugacy class #
1 1
(12)

(4
2
)

= 6
(123) 4 · 2 = 8
(13)(24) 3
(1234) 3! = 6

Recall that S4 � Aut(cube). Thus, we may associate each of these conjugacy
classes with conjugacy classes of cube automorphisms:

conjugacy class # Aut(cube)
1 1 Id
(12)

(4
2
)

= 6 rotations about edge diagonals by π
(123) 4 · 2 = 8 rot’n about face centers by π
(13)(24) 3 rot’n about principal diagonals by π

3
(1234) 3! = 6 rot’n about face centers by π

2

Recall Lagrange’s Theorem, which states that, for all H < G, |H | | |G|. Is the
converse true? Not necessarily (try considering subgroup of order 15 of S5).

sylow theorems

1.6 Sylow 1

Let p be prime. If #G = ptm, p ∤ m, then G has a subgroup of cardinality pt.

def 1.12 If H ⊆ G is as in Thm 1.7, then H is called a Sylow p-subgroup of G.

♠Examples♣e.g. 1.8
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1. #S5 = 120 = 23 · 3 · 5. We can thus find Sylow subgroups of cardinality 8, 3,
and 5.

2. #S6 = 720 = 24 ·32 ·5. We can find Sylow subgroups of cardinality 16, 9, and
5. The subgroup with 9 elements can be constructed by taking ⟨(123), (456)⟩,
the generator of two order 3 elements. This is isomorphic to Z3 × Z3. What
about the subgroup of 16 elements? Take H = D8 × S2, where D8 acts on
vertices 1, 2, 3, 4, and S2 swaps the remaining 5, 6 independently.

3. #S8 = 27 · 32 · 5 · 7. How can we find a subgroup with 27 = 128 elements?
An idea would be taking D8 × D8, and then swapping these squares via S2,
i.e. H = D8 × D8 × S2. Take this with a grain of salt,

I’m not sure that it works
-Prof. Darmon

prop 1.9Given a prime p and a group G, the following are equivalent:

1. ∃ a G-set of cardinality prime to p, i.e. not a multiple of p, with no orbit of
size 1.

2. ∃ a transitive G-set of cardinality ≥ 2 and prime to p.

3. G has a proper subgroup of index prime to p.

proof.

(1 =⇒ 2) Write X = X1 ⊔X2 ⊔ ...⊔Xk for orbits Xi . This orbits are especially
transitive. Then ∃j such that |Xj | is prime to p. Suppose otherwise. Then
|X | = |X1| + ... + |Xk | = mp, so |X | is not prime to p.

(2 =⇒ 3). Let X be a transitive G set with |X | ≥ 2 and |X | prime to p. Then
X � G/stab(x0) for some x0 ∈ X. If stab(x0) = G∀x0 ∈ X, then X = {⋆}, i.e.
does not have cardinality ≥ 2. Thus, stab(x0) < G is a proper subgroup.

(3 =⇒ 1). Take H < G, a proper subgroup of index prime to p, and
consider the G-set X = G/H . If X had an orbit of size 1, say of x0, then
H ∼ stab(x0) = G, i.e. is not a proper subset.

prop 1.10For a finite group G, with #G = ptm for some prime p and m , 1, then (G, p)
satisfies Prop 1.9.

proof.Let X = {set of H ⊆ G : #H = pt}. Then if A ⊆ X, gA ∈ X, since ga = gb =⇒
a = b, i.e. g acts faithfully. Furthermore, unless g = 1, A , gA. Thus, X has
no fixed points, and thus no orbits of size 1. X therefore (almost) satisfies (1)
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of Prop 1.9. It remains to show that |X | is prime to p.

#X =
(
ptm
pt

)
=

(pm)(pm − 1) · ... · (ptm − pt + 1)
pt · (pt − 1) · ... · 1

=
pt−1∏
j=0

ptm − j
pt − j

From here, one can show that the maximal power of p dividing the numerator
is the same maximal power of p which divides the denominator. Thus, p
cannot divide any of the product terms. By Euler’s Lemma, then, p cannot
divide

∏
.

proof of sylow 1

Fix a prime p. Let G be a finite group of minimal cardinality for which Sylow
1 fails (such a group exists: we have found such groups in Example 1.7). By
Prop 1.10, (G, p) satisfies (3) of Prop 1.9. Thus, ∃H < G such that p ∤ [G : H].
But also, #H |#G, so #H = ptm0 for m0 < m.

By strong induction, ∃N < H of cardinality pt. N is thus also a p-Sylow
subgroup of G, violating minimality  .

prop 1.11 If #G = ptm, with p ∤ m, then G has a proper subgroup H of cardinality ptm0 :
mo < m.

proof. This is mentioned in the previous proof. By (3) of Prop 1.9, we have a proper

subgroup H < G with p ∤ p
tm

#H and #H |ptm.

Thus, #H = pt0m0 with t0 ≤ t, m0 ≤ m. If t0 < t, then

p ∤
ptm

pt0m0
= pt−t0

m
m0

 

=⇒ t0 = t. Then, if m0 = m, H = G, but H is proper.

=⇒ #H = ptm0 : m0 < m.

prop 1.12 If G is abelian and finite, with p|#G for a prime p, then G has an element of order
p. Thus G has a subgroup of order p.

proof.
Let #G = pm. It is sufficient to find g ∈ Gwith p|ord(g), since then ord(g

ord(g)
p ) =

p. Let g1, ..., gt ∈ G be the set of generators for G. Let ni = ord(gi). Then
consider the homomorphism

ϕ : n1Z × ... × ntZ→ G : (a1, ..., at)→ ga1
1 · ... · g

at
t
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This is surjective, since we can always write g ∈ G in terms of powers of
generators. Recall that, for a homomorphism ϕ : A→ B, A/ ker(ϕ) � Im(ϕ).
Thus, #G|n1 · ... · nt. But p|#G =⇒ p|n1 · ... · nt =⇒ p|nj for some j. Then
p|ord(gj ).

1.7 Sylow 2

If H1, H2 are Sylow−p subgroups of G, then ∃g ∈ G with gH1g
−1 = H2.

proof.

Let #G = ptm : p ∤ m. Let H1, H2 have cardinality pt. Consider G/H1 as a
G-set. In fact, think of G/H1 as an H2-set. Then we may decompose into
orbits:

G/H1 = X1 ⊔ X2 ⊔ ... ⊔ XN
Then #Xi#H2 by Orbit-Stabilizer, so #Xi = pa : a ≤ t ∀i. Then ∃ an orbit of
size 1, otherwise p|G/H1 =⇒ p|m  .

Let Xj := {gH1}. Thus, ∀h ∈ H2, hgH1 = gH2 =⇒ g−1hg ∈ H1, i.e. ∃g :
g−1H2g = H1. Rewriting, this means gH1g

−1 = H2.

def 1.13Given a group G and H < G, we call {g ∈ G : gHg−1 = H} the normalizer of H .

prop 1.13H is a subgroup of its normalizer.

proof.ϕ : H → H : h 7→ ghg−1, where g ∈ H , is a bijection (check for yourself).
Thus, gHg−1 = H for a fixed g ∈ H , so H < N , the normalizer of H .

1.8 Sylow 3

Let Np be the number of distinct Sylow-p subgroups of G. Then

1. Np|m, where #G = ptm : p ∤ m

2. Np ≡ 1 mod p

proof.

(1st Claim) Let X be the set of Sylow-p subgroups, and consider X as a G-set
under conjugation. By Sylow 2, X is transitive. Thus, X � G/stab(H) ∀H ∈ X.
Fix someH . Notice that stab(H) is the normalizer ofH . Thus, #H |#stab(H) =⇒
#G/#stab(H)|#G/#H = ptm

pt = m. We conclude that #X |m.

(2nd Claim) Let H be a Sylow-p subgroup. Let X be the set of all Sylow-p
subgroups, viewed as an H-set by conjugation. We decompose X into orbits:

X = X1 ⊔ X2 ⊔ ... ⊔ Xa
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Xi are all transitive, so #Xi |#H = pt =⇒ #Xi = 1 ∨ p ∨ ... ∨ pt. We claim
that there is exactly one orbit of size 1. Let Xj = {H ′} be an orbit of size
1. Then aH ′a−1 = H ′ ∀h =⇒ H is a subset of the normalizer of H ′. Let
H ⊆ R = {a ∈ G : aH ′a−1 = H ′}. Then H ′ is a normal subgroup of R. Thus, we
may consider R/H ′ as a group. Then #R

#H ′ = #R
pt = ptm0

pt = m0 < m =⇒ p ∤ #R
#H ′ .

Consider the natural map ϕ : R→ R/H ′. Then #ϕ(H)|pt (by First Iso. Thm.)
and also #ϕ(H)| #R

#H ′ (by Lagrange). But p ∤ #R
#H ′ , so #ϕ(H) = 1. Then H ⊆

ker(ϕ) = H ′, but #H = #H ′, so H = H ′. We could always have chosen H as
an orbit of size 1, and find now that all other orbits of size 1 are exactly H .
Thus, |X | = Np ≡ 1 mod p.

prop 1.14 If p, q are primes with p < q and p ∤ q − 1, then all groups of cardinality pq are
cyclic.

burnside’s lemma

def 1.14 Let G be a group, and let X be a G-set. Given g ∈ G, we consider Xg := {x ∈ X :
gx = x}. Denote by FPX(g) = #Xg .

For instance, if G = S4 with X = {1, 2, 3, 4}, then X(12) = {3, 4}. Thus, FPX((12)) = 2.
Consider also FPX((12)(34)) = 0.

prop 1.15 FPX(hgh−1) = FPX(g) ∀h ∈ G.

proof. Take the bijection ϕ : Xg → Xhgh
−1

by ϕ(x) = hx.

1.9 Burnside’s Lemma

1
#G

∑
g∈G

FPX(g) = #(X/G) = #orbits of X

proof.

Let Σ ⊆ G × X be Σ = {(g, x) : gx = x}. We’ll count Σ in two ways:

1. Σ =
∑
g∈G FPX(g) by definition

2. Σ =
∑
x∈X #stab(x) =

∑
O∈X/G

∑
x∈O #stab(x). By Orbit-Stabilizer, #stab(x)#O =

#G, where x ∈ O. Thus, we have

Σ =
∑

O∈X/G

∑
x∈O

#G
#O

=
∑

O∈X/G
#G = #(X/G)#G
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Thus,
∑
g∈G FPX(g) = #(X/G)#G as desired.

prop 1.16If X is a transitive G-set, with |X | > 1, then ∃g ∈ G such that FPX(g) = 0.

proof.If X is transitive, then, by Burnside,
∑
g∈G FPX(g) = #G. But FPX(1) = #X > 1.

Thus,
∑
g∈G\1 FPX(g) ≤ #G − 2. The result follows by pigeonhole principle.

def 1.15Let C = {1, ..., t}. A coloring of X by C is a function X → C. The set of such
functions we denote by CX . Note that |CX | = |C||X |.

exceptional outer automorphism of S6

All automorphisms on Sn are typically inner, i.e. can be written instead as
a conjugation by some element. However, in S6 there exists a unique outer
automorphism, i.e. one which is not inner. Thus, we call it exceptional.

We are able to find an S5-set of cardinality 6 (this comes from considering S5/F20,
where F20 is the Frobenius group of 20 elements). Thus, one constructs the group
action homomorphism ϕ : S5 → Aut(X), and finds the subgroup ϕ(S5) � S5 ⊆ S6.
We also have the typical subgroup stab(i) � S5 ⊆ S6. Importantly, these two
subgroups are not conjugate to eachother. Denote stab(i) = S5 and ϕ(S5) = S̃5.

S5 ⊂ S6 ⊃ S̃5

To investigate the outer automorphism of S6, we first consider the cycle shapes in
F20 (i.e. conjugation classes of F20). They are as follows:

(1234) (12)(34) (12345)

Similarly, in S5, we have

Shape Name # on S5/F20

1 1A 1 1

(12) 2A 10 (12)(34)(56)
(12)(34) 2B 15 (12)(34)
(123) 3A 20 (123)(456)
(1234) 4A 30 (1234)
(12345) 5A 24 (12345)
(12)(345) 6A 20 (123456)

For 2A: Note that F20 has no transpositions, so 2A will have no fixed points. Thus,
consider order 2 permutation on 6 elements with no fixed points: there is only
(12)(34)(56).
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For 4A: How many fixed points does 4A have in S5/F20? It must have some, since
the shape (1234) appears in F20. Thus, we have an order 4 element in S6 which
fixes some points. This is only (1234).

For 2B: We know that 2A = 4A2, so 2A will look like (12)(34).

For 3A: There are no 3 cycles in F20, so this has no fixed points in S5/F20. There
is one such permutation on 6 elements, (123)(456)

For 5A: There is only one order 5 cycle on 6 elements, and that is (12345).

For 6A: Since (12)(345) is not in F20, we observe no fixed points in S5/F20. There
is only one such permutation on 6 elements of order 6, and that is (123456).

Thus, we conclude that S̃5 ⊆ S6, which is constructed via the action of S5 on
S5/F20, has exactly the cycle shapes expressed in the right-most column.

Now we investigate the cycle shapes in S6:

Shape Name # on S6/ S̃5

1 1A 1 1

(12) 2A 15 (12)(34)(56)
(12)(34) 2B 45 (12)(34)
(12)(34)(56) 2C 15 (12)
(123) 3A 40 (123)(456)
(123)(456) 3B 40 (123)
(1234) 4A 90 (1234)
(1234)(56) 4B 90 (1234)(56)
(12345) 5A 144 (12345)
(123456) 6A 120 (123)(45)
(123)(45) 6B 120 (123456)

For 2A: Since S̃5 contains no single transpositions, 2A on S6/ S̃5 will have no fixed
points. There is one such permutation of order 2, then, which is (12)(34)(56).

prop 1.17 An automorphism ϕ : G1 → G2 will send conjugacy classes of G1 to conjugacy
classes of G2. Thus, for a conjugacy classes C1 of G1, ϕ(C1) is a conjugacy class of
G2 of equal cardinality.

For 2B: We map to a conjugacy class of order 2 elements of size 45 to another of
size 45. Thus, there is only (12)(34).

For 2C: By pigeonhole, we can map only to the remaining conjugacy class of
order 2 elements, (12).

For 3A: We do not have (123) in S̃5, so we have no fixed points on S6/ S̃5. The only
order 3 cycle satisfying this is (123)(456).

For 3B: By pigeonhole, we map to (123).
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For 4A: We have fixed points on S6/ S̃5, since (1234) ∈ S̃5. Thus, we map to (1234).

For 4B :By pigeonhole, we map to (1234)(56).

For 5A: We have only one order 5 cycle to choose from, and that is (12345).

For 6A :The cycle (123456) is in S̃5, so we act on S6/ S̃5 with some fixed points.
The only order 6 cycle satisfying this is (123)(45).

For 6B: By pigeonhole, we map to (123456).

identifying normal subgroups

Given G, how might we identify its normal subgroups? We’ll proceed by example.
G = A5, with #A5 = 60. We know that A5 has no non-trivial normal subgroups.
How can we show this?

One computes the conjugacy classes their sizes of G:

Shape Name #
1 1A 1

(12)(34) 2A 15
(123) 3A 20
(12345) 5A 24

However, in A5, 24 ∤ 60, so 5A is not in fact a conjugacy class. Consider X =
(12345)A5 , all conjugations of 5A. This is, by definition, a transitive A5-set.
Invoking Orbit Stabilizer, |X | = #A5

#stab(12345) . Then, the stabilizer of (12345) is

H := {g ∈ A5 : g(12345)g−1 = (12345)} = {g ∈ A5 : g(12345) = (12345)g}

Clearly any power (12345)j is in H for j = 1,2,3,4,5. We can further identify
{1, 2, 3, 4, 5} with Z5, and observe that δ(x) = (12345)(x) = x + 1 mod 5. So we’d
like gδ(j) = δ(j)g =⇒ g(j + 1) = g(j) + 1. Thus, if g(1) = a, then g(2) = a + 2, etc.,
etc. Thus, we can find only 5 such δ, so indeed H = {(12345)j : j ∈ [1,5]}, and
#X = 60

5 = 12.

Thus, we correct our prior statement and write that #5A = 12. But (12345) is
not conjugate to (12354) in A5 (a transposition runs between them), so in fact we
have two conjugacy classes of 5 cycles.

Shape Name #
1 1A 1

(12)(34) 2A 15
(123) 3A 20
(12345) 5A 12
(12354) 5B 12
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prop 1.18 A normal subgroup is a union of conjugacy classes.

The divisors of 60 are 1, 2, 3, 4, 5, 6, 10, 12, 15, 20, 30. We can rule out 1, ...., 12,
since no conjugacy class is small enough to contain these. We must include the
identity, so 15 is too small as well. For 20 and 30, by considering combinations,
we cannot partition with the classes above.
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II Rings & Fields
first properties

People developed rings by counting: 0, 1, 2, 3, ... are natural. We generalize:

def 2.1A ring is a set R endowed with two binary operations, denoted + and ×, such that
+,× : R × R→ R. The following axioms govern rings:

1. The neutral element 0 is such that a + 0 = a ∀a ∈ R.

2. The inverse of a, denoted (−a), is such that a + (−a) = 0.

3. The neutral element 1 is such that a × 1 = a ∀a ∈ R.

4. R is associative over (strictly) addition and multiplication

5. We have the following two distributive laws:

(a) a × (b + c) = a × b + a × c.
(b) (b + c) × a = b × a + c × a.

prop 2.1Notes on rings:

1. We denote by (R, ·) the ring R endowed only with only the operation ·. Then,
(R,+) is an abelian group. We call (R,×) a monoid.

2. Sometimes, we do not require 1 (take the ring of even numbers, which has
no units). However, in this class we will always have 1.

3. 1 , 0 (i.e. we do not consider the zero ring).

4. 0 is never invertible, and 0a = 0 ∀a.

5. (−a) × (−b) = ab

♠Examples♣ e.g. 2.1

1. Z is a ring.

2. Q = { ab : b , 0}, with +,×, is a ring. We may complete Q by taking Recall completion in the
analysis sense: X is not
complete if it has a Cauchy
sequence which does not
converge in it; then the
completion of X is
X ∪ {limits of Cauchy seq’s}

{Cauchy sequences}/{null sequences} = R

3. Given a prime p, |x − y|p = p−ordp(x−y). x − y = Πqeq : eq ∈ Z. Then ordp(x −
y) = ep. Note that |ab|p = |a|p|b|p, and |a + b|p ≤ |a|p + |b|p. The completion
by this metric is denoted Qp (the field of p-atic numbers).

4. C = R[i] = {a + bi : a, b ∈ R}.
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5. R[x] = {a0 + a1x + ... + anxn : ai ∈ R}.

6. R↔ # line and C↔ plane geometry. For the latter, we note the properties

a + bi = r1e
iθ1 c1 · c2 = r1r2e

i(θ1+θ2)

Q: is there a ring which may be well adopted to R3 geometry? A: No, not
quite. It is possible to do so with R4 . From this arises the Hamilton
quaternions:

H = {a + bi + cj + dk : a, b, c, d ∈ R} i2 = j2 = k2 = −1

with ij = −ji = k, jk = −kj = i, ik = −ki = j.

7. Let R be some commutative ring. Then Mn(R) = n × n matrices with entries
on R. Mn(R) is a ring, where 0 is the matrix with all 0 entries, and 1 is the
matrix with all 0 entries except on the diagonal (where they are 1).

Showing (AB)C = A(BC) is tough via brute-force, but easy when taking
an isomorphism from Mn(R) to linear transformations on R → R, with
M1M2 → f1 ◦ f2.

8. We may take a ring R⇝ (R,+, 0), an additive, commutative group. Similarly,
R⇝ (R×,×, 1), which is an associative multiplicative group. We denote by
R× the set of units in R, i.e. {a ∈ R : ∃a′ : aa′ = a′a = 1}.

def 2.2 A ring R such that r1r2 = r2r1∀r1, r2 ∈ R is called commutative.

def 2.3 A homomorphism of rings, ϕ : R1 → R2 is such that

ϕ(a + b) = ϕ(a) + ϕ(b) ϕ(ab) = ϕ(a)ϕ(b) ∀a, b ∈ R1

From this arises the property ϕ(1R1
) = 1R2

. Alternatively, ϕ is a ring homomor-
phism if it is an additive group homomorphism and obeys ϕ(ab) = ϕ(a)ϕ(b).

def 2.4 The kernel of ϕ, denoted ker(ϕ), is the setIt is tempting to consider
elements sent to 1, as in

group kernels; however, this
kernel will not be closed

under multiplication, and is
hence less interesting to

study.

{a ∈ R1 : ϕ(a) = 0}

Recall that, in groups, ker(ϕ) is normal, and every normal subgroup may be
conceptualized as the kernel of some group homomorphism. We have a similar
notion in rings:

def 2.5 I ⊆ R is called an ideal if
Note, if R is commutative, we

only need to check one of
these inclusions. 1. I is an additive subgroup of R

2. ∀r ∈ R, ri ∈ I, ir ∈ I
prop 2.2 If ϕ is a ring homomorphism, then ker(ϕ) is an ideal.

proof.



19 rings & fields

Condition (1) follows from the fact that ϕ is an additive group homomor-
phism. Condition (2) follows from ϕ(ri) = ϕ(r)ϕ(i) = ϕ(r) · 0 = 0, and
similarly for ϕ(ir) = 0.

prop 2.3If I ⊆ R1 is an ideal, then ∃ a ring R2 and a homomorphism ϕ : R1 → R2 such
that ker(ϕ) = I .

proof.Consider R2 := R1/I = {a + I : a ∈ R1}. Since I is commutative as an additive
ring, it is normal, and thus R1/I is a group under addition. For multiplication,
we define (a+ I)(b+ I) = (ab+ I). Then let ϕ : R1 → R1/I be such that a 7→ a+ I .
ker(ϕ) = {a ∈ R1 : a + I = I} = {a ∈ R1 : a ∈ I} = I .

Note that 0R/I = 0 + I and 1R/I = 1 + I .

2.1 First Isomorphism Theorem

Let R be a ring (or a group), and let ϕ be a surjective ring (or group) homo-
morphism. Then Im(ϕ) � R/ ker(ϕ).

proof.

We may take Im(ϕ) → R/ ker(ϕ) : a 7→ ϕ−1(a) and R/ ker(ϕ) → Im(ϕ) :
a + ker(ϕ) 7→ ϕ(a). One can show without too much trouble that these are
homomorphisms and inverses of eachother, and thus bijective.

def 2.6An ideal I ⊆ R is called maximal if it is not properly contained in any proper ideal
of R, i.e. I ⊊ I ′ =⇒ I ′ = R for any ideal I ′.

def 2.7An ideal I ⊆ R is called prime if ab ∈ I =⇒ a ∈ I or b ∈ I .

prop 2.4Let R = Z, I = nZ = (n) = {na : a ∈ Z}. Then (n) is prime ⇐⇒ n is prime.

proof.( ⇐= ) If ab ∈ (n), then n|ab. By Gauss’ Lemma, n|a or n|b. Thus, a ∈ (n) or
b ∈ (n).

( =⇒ ) By contrapositive: let n = ab. Then ab ∈ (n). But a, b < n, so a, b < (n).

2.2 Integers are Principal

If I ⊆ Z is an ideal, then ∃n ∈ Z such that I = (n).

proof.
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Proof 1. Consider the quotient Z/I . As an abelian group, it is cyclic, generated
by 1 + I . Let n := #(Z/I) = ord(1 + I). If n = ∞, then Z→ Z/I is injective, so
I = (0). Otherwise, I = (n).

Proof 2. Assume that I , (0). Let n = min{a ∈ I : a > 0}. Let a ∈ I . Then
a = qn + r, where 0 ≤ r ≤ n. Then a ∈ I, n ∈ I, qn ∈ I (by sucking in), so
a − qn ∈ I . Thus, r ∈ I =⇒ r = 0 by minimality.

def 2.8 Let R be a commutative ring. An ideal of the form aR = (a) = {ar : r ∈ R} is called
a principal ideal.

def 2.9 A ring in which every idea is principal is called a principal ideal ring.

2.3 Polynomials are Ideal

Consider R = F[x], where F is a field. If I is an ideal of F[x], then I is
principal

By convention, we say
deg(0) = −∞ in order to

satisfy deg f (x)g(x) =
deg f (x) + deg g(x). Note

that deg(c) = 0 where c , 0.

proof.

Let f (x) be a polynomial in I of minimal degree (with I , (0)). Then let
deg f (x) = d, where d ≤ deg g(x) ∀g ∈ F[x].

For g(x) ∈ I , we may write g(x) = f (x)q(x) + r(x), where deg r(x) < d. Then
r(x) ∈ I by the same arguments presented in Thm 2.2. Thus, deg r(x) = 0, so
I = (f ).

♠Examples♣e.g. 2.2

1. Let ϕ : Z→ Z/nZ, and let I = {a + nZ} be some ideal of Z/nZ. Then ϕ−1(I)
is an ideal of Z. Hence, ϕ−1(I) = (a) for some a ∈ Z.

2. Let R = Z[x]. Then I = {f (x) : f (0) is even} ⊊ Z[x]. We claim that I is
an ideal. We know that I is an additive subgroup of Z[x]. If f (x) ∈ Z[x],
g(x) ∈ I , then f (x)g(x) ∈ I , since f (0)g(0) is always even.

3. If I were of the form aZ[x], then a|2 and a|x, so a = ±1. But I ⊊ Z[x], so this
can’t be the case. From this example we consider I = (2, x) = 2Z[x] + xZ[x].
This is not principal.

4. Let R = F[x, y] (a polynomial ring of two variables). Consider (x, y) =
Rx+Ry. Note that all elements in this ideal are non-constant. We may write
Rx + Ry = {f (x, y) : f (0, 0) = 0}.

prop 2.5 I is a prime ideal of R if and only if R/I has no zero divisors (i.e. ∃x, y , 0 : xy = 0).

def 2.10 A ring which satisfies this is called an integral domain.

proof.
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( =⇒ ). Given a+ I, b + I ∈ R/I , let (a+ I)(b + I) = 0. Then ab + I = 0, so ab ∈ I .
Then a ∈ I or b ∈ I , i.e. a + I = 0 or b + I = 0. Thus, R/I has no zero divisor.

remarkIf R is an integral domain, then it satisfies the cancellation law:

∀a , 0, ax = ay =⇒ x = y

prop 2.6I is a maximal ideal ⇐⇒ R/i is a field.

proof.( =⇒ )a + I ∈ R/I . If a + I , 0, then Ra + I ⊋ I . By maximality, Ra + I = R.
Then, let b ∈ R, i ∈ I . We have 1 = ba + i =⇒ 1 + I = (b + I)(a + I) =⇒
(b + I) = (a + I)−1.

(⇐= ) Given an ideal J ⊋ I , let a ∈ J − I . Then a + I , 0. Thus, ∃b such that
ba + I = 1 + I in R/I , since it is a field. Thus, 1 ∈ J =⇒ R = J . (By absorption
property).

prop 2.7I is prime ⇐⇒ R/I is an integral domain.

quotients

prop 2.8R/I , a + I = b + I ⇐⇒ a − b ∈ I . If I = (d), then a + I = b + I ⇐⇒ d|(b − a).

♠Examples♣ e.g. 2.3

1. R = Z, I = (n). Then Z/nZ = {a + nZ : a ∈ Z} = {0, 1, 2, ..., n − 1}†

2. R = F[x], I = (f (x)). Then F[x]/(f (x)) = {p(x)+f (x)F[x]} = {p(x) : deg(p(x)) ≤
d − 1}, where d = deg(f (x))† † as representatives

3. R = Z[x], I = (2, x) = {f (x) : f (0) even}. Then Z[x]/(2, x) has two ele-
ments: functions where f (0) is even, and functions where f (0) is odd.
Thus, Z[x]/(2, x) � Z/2Z.

proof.Consider the homomorphism ϕ : Z[x]→ Z/2Z such that f (x) 7→ f (0)
mod 2. This is clearly surjective. Then ker(ϕ) = {f (x) : f (0) even} =
(2, x). By Thm 2.1, Z[x]/ ker(ϕ) � Z/2Z, so Z[x] � Z/2Z.

4. R = F[x, y], I = (x, y) = xF[x, y] + yF[x, y] = {f (x, y) : f (0,0) = 0}. Then
R/I � F, with cosets classifying exactly f (0, 0).

proof.Consider ϕ : f (x, y) + I 7→ f (0, 0), as before.
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5. R = F[x1, ..., xn], I = (f1, ..., ft), where fi(x1, ..., xn) are polynomials of n vari-
ables. Finding R/I is difficult. We are touching on algebraic geometry here.
Let

V (I) =


(x1, ..., xn) s.t.



f1(x1, ..., xn) = 0

f2(x1, ..., xn) = 0
...

ft(x1, ..., xn) = 0


∈ (F)n

The algebraic closure of F.

prop 2.9 Given a ring R, p(x) ∈ R[x], there exists a ring S ⊃ R containing a root of p(x).

proof. Let S = R[x]/((p(x))). Then consider R → S by a 7→ a + (p(x)). Let α =
x + (p(x)). Then p(α) = p(x) + (p(x)) = 0 + (p(x)).

For example, R = R, p(x) = x2 + 1. R[x]/(x2 + 1) = C.

2.4 Adjustment of Elements

Let F be a field, and let f (x) ∈ F[x] be irreducible. Then ∃ a field K ⊃ F such
that K contains a root of f (x).

proof.

We let K = F[x]/ ⟨f (x)⟩. We wish to show that ⟨f (x)⟩ is maximal. Assume
otherwise. Then ⟨f (x)⟩ ⊆ I . But F[x] is principle, so ∃g with I = ⟨g(x)⟩.
Then f (x) = g(x)q(x) for some q(x) ∈ F[x]. But f (x) is irreducible, so g(x) =
α ∨ αf (x). In the former, we have that I = F[x]. In the latter, we have that
I = ⟨f (x)⟩. Thus, we conclude that ⟨f (x)⟩ is maximal.

Thus, F[x]/ ⟨f (x)⟩ is a field. We also need to show that K ⊃ F, i.e. find an
injection between the two. Let ϕ : F ↪→ K : λ→ λ + ⟨f (x)⟩.

Lastly, we need to show that f (t) has a root in K . We have f (t) ∈ F[t] ⊂ K[t].
Let α ∈ K := x + ⟨f (x)⟩. Then f (α) = f (x + ⟨f (x)⟩) = f (x) + ⟨f (x)⟩ = 0 in K .

Generally, for R/I , f (x) ∈ R[x], and a + I ∈ R/I , we have f (a + I) = f (a) + I . One
may show this by induction.

♠Examples♣e.g. 2.4
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1. Consider F = R, x2 + 1. Let C = R[x]/
〈
x2 + 1

〉
. Concretely, this is {a + bx :

a, b ∈ R} and x2 � −1 mod x2 + 1.

2. Consider F = Q, x2−2. Then K = Q[x]/
〈
x2 − 2

〉
:= Q[

√
2] =

〈
a + b

√
2 : a, b ∈ Q

〉
.

prop 2.10If F is a finite field, then #F = pt with p a prime number.

proof.If R is any ring, then there is a unique homomorphism ϕ : Z → R which
sends 0Z → 0R and 1Z → 1R. This same homomorphism applied to F, i.e.
ϕ : Z→ F, is not injective, since F is finite.

Let ker(ϕ) = I . Then, by the isomorphism theorem, ϕ : Z/I → F which sends
a + I → ϕ(a) is an injection. Thus, we may view Z/I as a subring of F. Hence,
Z/I contains no zero divisors, so it is an integral domain. Hence, by Prop 2.7,
I is a prime ideal. In Z, this means I = pZ for some p.

Thus, F contains Z/pZ. Then F may be viewed as a vector space over Z/pZ,
necessarily finite dimensional. Thus, let t = dim(F). Hence, F � (Z/pZ)t as a
vector space isomorphism, so #F = pt.

Given a prime p and some t, is there a field of cardinality pt? If so, how many are
there? If f (x) ∈ Z/pZ[x] is irreducible of degree t, then we have a candidate for
Z/pZ[x]/ ⟨f (x)⟩ has cardinality pt.
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III Modules & Vector Spaces
bases

Just as we can associate G⇝ G-set, we wish to let rings "act" on something," i.e.
R⇝ R-module.

def 3.1 An R-module over R is an abelian group M equipped with a map R ×M → M.
Let λ× and m× denote elements in R and M, respectively. Then the map satisfies

1. λ(m1 + m2) = λm1 + λm2

2. λ(−m) = −λm

3. λ0M = 0M

In other words, ∀λ ∈ R, the map m 7→ λm is a group homomorphism M → M.

4. (λ1 + λ2)m = λ1m + λ2m

5. (λ1λ2)m = λ1(λ2m)

6. 1Rm = m

def 3.2 If M is an abelian group, then the endomorphism ring of M is defined as follows:

End(M) = {f : M → M : f is a group homo.}

End(M) is a ring under the following operations:

(f + g)(m) = f (m) + g(m) (f · g)(m) = (f ◦ g)(m)

prop 3.1 The axioms of Def 3.1 may be reduced to the following: for a ring R and abelian
group M, an we say M is an R-module if the operation R ×M → M defines a ring
homomorphism R→ End(M).

def 3.3 If R = F is a field, then an R-module M is called a vector space.

def 3.4 Let M be an R-module. A set Σ ⊆ M is called a spanning set if, for all m ∈ M,
∃m1, ..., mt ∈ Σ, λ1, ..., λt ∈ R, with

m = λ1m1 + ... + λtmt

Note that we only consider finite linear combinations, even though Σ itself may
be infinite.

def 3.5 An R-module M is called finitely generated if it admits a finite spanning set.
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def 3.6Σ ⊆ M is said to be linearly independent if, ∀m1, ..., mt ∈ Σ and λ1, ..., λt ∈ R,

λ1m1 + ... + λtmt =⇒ λ1 = ... = λt = 0

def 3.7Σ ⊆ M is a basis if it is a spanning set and is linearly independent.

def 3.8An R-module M is said to be free if it has a basis.

3.1 Existence of a Basis

If V is a vector space over F, then V has a basis.

proof.

Let L be the set of all linearly independent sets of V . Inclusion gives a partial
ordering on elements of L. Recall that a partial ordering ∼, in addition to
being reflective and symmetric, is such that x ∼ y, y ∼ x =⇒ x = y. Hence,
L equipped with inclusion satisfies the maximal chain condition: namely,
if S ⊆ L is totally ordered under inclusion, then ∃Σ ∈ L which contains all
elements in S. In particular, one can take Σ = ∪B∈SB (we cannot necessarily
take the maximum, as S may be infinite).

Zorn’s Lemma states that there is an element B ∈ L which is maximal under
inclusion (i.e. if B ⊊ B′, then B′ < L). We already know that B is linearly
independent. It remains to show that it is spanning. Suppose otherwise, and
let v ∈ V be s.t. v < span(B). Then B ∪ {v} is linearly independent, hence
violating maximality of inclusion on B =⇒  . Hence, B is a basis. Checking
this last claim a la linear algebra, you’ll notice that we need R to be a field.

prop 3.2Every Z-module is an abelian group (and vice versa). Every F[x]-module is a
vector space over F equipped with a linear transformation T : V → V (and vice
versa).

proof.We’ll build two-way associations for both. Let M be a Z-module. M is already
an abelian group. Now, let M ′ be an abelian group. It is a Z-module by
km′ = m′ + ... + m′

k times

, where k ∈ Z, m′ ∈ N .

Let V be a vector space over F, and let T : V → V be a linear transformation.
Then V is an F[x]-module by f · v = f (T )(v), where f ∈ F[x], v ∈ V . Now, let
V ′ be an F[x]-module. Then let T : V ′ → V ′ be T (v) = x · v for v ∈ V ′. We
have scalar multiplication by λv = λv, where, on the left, λ ∈ F, and on the
right, λ ∈ F[x].

♠Examples♣ e.g. 3.1
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1. If M = R and R = Q, finding a basis is non-trivial (in fact, impossible).
Sometimes, this theoretic basis, which only exists as a consequence of the
axiom of choice, is called the "Hamel basis."

2. The existence of a basis is far from guaranteed. Take R = Z. Let M = Zn. A
basis for M may be constructed in the standard sense, i.e.

Basis = {e1, ..., en} ei :=



0
...
1
...
0


← ith position

What if M = Q with R = Z? Then we find that any two elements in M are
linearly dependent:

a
b
,
c
d
∈ M =⇒ (bc)

a
b

= ca = ac =
c
d

(da)

So, if an independent set exists, it only has one element. But no single
rational spans all of Q, so no basis exists. Even stronger, no finite spanning
sets exist on M. Consider a candidate S:

S =
{
a1

b1
, ...,

aN
bN

}
=⇒ 1

a1 · ... · aN + 1
< span(S) =⇒  

What about M = Z/nZ with R = Z? We have that {1} spans M, but is not
linearly independent, since n · 1 ≡ 0. Hence, no basis exists for M (recall
that the basis is minimally spanning).

prop 3.3 If M ⊆ R is an R-module, then M is an ideal of R.

prop 3.4 If I ◁ R is an ideal, then I has a basis as an R-module ⇐⇒ I = (a) = aR, i.e. I is
principal, where a is not a zero divisor.

morphisms

def 3.9 An R-module homomorphism between M1 and M2 is a function f : M1 → M2 s.t.

1. f is a group homomorphism from M1 → M2

2. f (λm) = λf (m) ∀ λ ∈ R,m ∈ M1
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def 3.10ker(f ) = {m ∈ M : f (m) = 0}. Note that, by (2) of the definition above, λm ∈ ker(f )
if m ∈ ker(f ). Hence, ker(f ) is an R-submodule of M.

prop 3.5If N,M are R-modules with N ⊆ M, then M/N is a group and an R-module,
where we define λ(m + N ) = λm + N .

proof.M is abelian =⇒ N is normal. Hence, as groups M/N is a group. For
the action λ(m + N ) = λm + N , we have that αλ : R → End(M) : λ 7→ ψλ,
where ψλ(m) = λm, is a homomorphism. For this new action, we associate
βλ : R→ End(M) : λ 7→ ψλ+N . As λ→ ψλ is a homomorphism, λ→ ψλ+N
is too.

3.2 First Isomorphism Theorem

If f : M1 → M2 is a module homomorphism, then it induces an injective
homomorphism

f : M1/ ker(f )→ M2 : a + ker(f ) 7→ f (a)

prop 3.6If M is a free R-module with a finite basis, then any two bases of M have the same
cardinality.

proof.Let I be a proper maximal ideal in R. Consider now the set IM = span(λm :
λ ∈ I, m ∈ M). Then IM is an R-submodule of M, and so M/IM is an R-
module itself, by Prop 3.5. Since I acts as 0 on M/IM, we have that M/IM is
a vector space over F := R/I (which is a field, since I is maximal), where

(λ + I)(m + IM) = λm + IM

If M has a basis of size n, then M � Rn. Then M/IM � Fn as a vector space.

If {e1, ..., en} and {f1, ..., fm} are bases of M, then M � Rn � Rm, so M/IM �
Fn � Fm as a vector space, so n = m.

def 3.11If M is a free R-module, then the cardinality of its basis is called the rank or
dimension of M over R.

prop 3.7Let β = {m1, ..., mn} be a basis of M. Then we have Rn � M by the isomorphism

ϕβ : Rn → M :


λ1
...
λn

 7→ β •


λ1
...
λn

 = λ1m1 + ... + λnmn

We may conclude that β is a basis ⇐⇒ ϕβ is an R-module isomorphism.
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prop 3.8(Change of basis) If β′ , β are two bases for an R-module M, then there is an invertible matrix
P ∈ GLn(R) with β′ = β · P

prop 3.9 Let T : M1 → M2, for free R-modules M1, M2 with rank n and m, respectively, be
a linear transformationAKA: a group

homomorphism which also
respects

T (λm) = λT (m)∀λ ∈ R

. Let B1, B2 be their bases. Then let M ∈ Mm×n(R) be the
matrix whose j th column is given by the coordinates of T (ej ) relative to B2, where
ej ∈ B1.

Let ϕB1
: Rn → M1 and ϕB2

: Rm → M2 be the natural transformations taking a
vector of constants in R to the corresponding linear combination of vectors in B1
and B2, respectively. Then we yield the following commutative diagram:

M1 M2

RmRn

T

M

ϕB1
ϕB2∼ ∼

eigenvectors

Let R = F be a field. Let T : V → V be a linear transformation over a vector space
V with basis β. Let M = [T ]β , and consider the homomorphism

evM : F[x]→ Mn(F) : f (x) 7→ f (M)

evM is not injective, since dim(Mn(F)) = n2 but dim(F[x]) = ∞. Recall that
ker(evM ) is an ideal of F[x], so it is generated by a unique monic polynomial p(x).
We then write ker(evM ) = ⟨p(x)⟩.

def 3.12 p(x) is called the minimal polynomial of M, and we denote it by pM .

prop 3.10 For M ∈ Mn(F), pM(M) = 0, and f (M) = 0 =⇒ pM |f .

proof. By definition, pM ∈ ker(evM ), so pM(M) = 0. Furthermore, if f (M) = 0, then
f ∈ ker(evM ) = ⟨pM⟩, so f = gpM , and hence pM |f .

To extend pM to pT (i.e. pM = pM ′ for any two representations of T ), we need to
consider alternate bases. (Recall that we fixed β ⊆ V in our construction of M.)

prop 3.11 pM = p′M for M = [T ]β , M ′ = [T ]β′ , and bases β, β′ ⊆ V .

proof. By Prop 3.8, β′ = βA for A ∈ GLn(F). Hence, M ′ = AMA−1, and we need to
show pM = pAMA−1 . The map M 7→ AMA−1 is an automorphism of Mn(F).
Furthermore, we have

(AMA−1)k = AMkA−1 and A(M1 + M2)A−1 = AM1A
−1 + AM2A

−1
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f ∈ ker(evM) ⇐⇒ f (M) = 0 ⇐⇒ Af (M)A−1 = 0 ⇐⇒ f (AMA−1) =
0 ⇐⇒ f ∈ ker(evAMA−1), as viewed by the commutative diagram:

F[x] Mn(F)
evM

P 7→ AP A−1

evAMA−1
Mn(F)

def 3.13The minimal polynomial of T is the unique monic polynomial over F satisfying

p(T ) = 0 f (T ) = 0 =⇒ p(x)|f (x)

In particular, for evT : F[x]→ EndF(V ) by f (x) 7→ f (T ), we have ker(evT ) = ⟨pT ⟩.

We can think of deg(pT (x)) as the smallest m such that {I, T , T 2, ..., T m+1} certainly
is not linearly independent. Let dim(V ) = n. Then dim(End(V )) = n2, since
End(V ) � Mn(F). Hence, deg pT (x) ≤ n2.

Note that, if n > 1, then evT : F[x] → End(V ) is not surjective. Why? F[x]
is commutative, and the image of F[x] under a homomorphism must also be
commutative.

Q: What is the largest dimension k of a commutative subring of End(V ) � Mn(F)?
This would bound deg pT (x) ≤ k ≤ n2.

def 3.14λ is an eigenvalue of T if ∃v ∈ V \ {0} such that T (v) = λv

3.3 Roots of Minimal Polynomial are Eigenvalues

If pT (λ) = 0, then λ is an eigenvalue of T .

proof.

pT (λ) = 0 =⇒ pT (x) = (x − λ)q(x). But also 0 = pT (T ) = (T − λI)q(T ). We
know q(T ) , 0 and Im(q(T )) ⊆ ker(T − λI). Hence, if v ∈ Im(q(T )) for v , 0,
then (T − λI)(v) = 0 =⇒ T (v) = λv.

3.4 Eigenvalues are Roots of Minimal Polynomial

If λ is an eigenvalue, then pT (λ) = 0

proof.
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We have T (v) = λv. Consider any g(x) ∈ F[x]. Then g(T )(v) = g(λ)v. Fix
v , 0. Then, 0 = pT (T )(v) = pT (λ)v =⇒ pT (λ) = 0.

3.5 deg(pT (x)) ≤ n

proof.

If V has a cyclic vector v for T , then we are done. Recall that a cyclic vector
v is such that {v, ..., T n−1(v)} is linearly independent. This means that ∃f of
degree n with f (T )(v) = 0. But this means that, in particular, f (T ) = 0.

Otherwise, we proceed by induction on dim(V ). Consider the following
statement: Sn = "If T is an homomorphism of a vector space V of dimension
n, then deg(pT (x)) ≤ n."

Let v , 0 ∈ V . Consider W = span(v, T (v), ..., T k(v), ...). Assume that W , V ,
or else we’ll have that v is a cyclic vector. Note that W is then stable under T
(i.e. maps to itself under T ).

If W is T -stable, then T induces a homomorphism

T : V /W → V /W v + W 7→ T (v) + W

which is well-defined. As proof, suppose v1 + W = v2 + W . Then v1 − v2 ∈
W , so, since W is T -stable, T (v1 − v2) ∈ W . Hence T (v1) − T (v2) ∈ W , so
T (v1) + W = T (v2) + W .

Consider now pT (x) and pTW . By induction hypothesis, we know that deg(pT ) ≤
dim(W ) and deg(pTW ) ≤ dim(V /W ).

We claim that pTW (x)pT (x) vanishes on T . By definition, we know pT (T ) = 0.
Hence, pT (T )(v + W ) = 0, i.e. pT (T )(v) + W = 0, so pT (T )(v) ∈ W .

proof.

We could, at first, note that pT |fT , where fT = det(λI − t) is the characteristic
polynomial, which has degree ≤ n. But we haven’t yet seen these.

Recall from homework: let T be of order 7 in GL3(F2) � EndF2
(F3

2 ). Let
f = x7 − 1.

1. pT (1) , 0. Otherwise, T has an eigenvalue, so ∃v : T v = v. But then
T ∈ stab(v), which has cardinality 168

7 = 24. But T has order 7, which
doesn’t divide 24.

2. For v , 0, {v, T (v), T 2(v)} are linearly independent, and hence a basis
for V . Write a0v + a1T (v) + a2T

2(v) = 0. Then, rewriting f (x) = a0 +
a1T + a2T

2, we have f (T )(v) = 0. So, in particular, f (T ) has non-trivial
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kernel, and is not invertible. But gcd(f (x), pT (x)) = 1.

Lemma: If gcd(f (x), pT (x)) = 1, then f (T ) is invertible. Let 1 = a(x)f (x)+
b(x)pT (x). Evaluating at T , we have I = a(T )f (T ) + b(T )pT (T ) =⇒ I =
a(T )f (T ), so a(T ) = f −1(T ). (Note: this gives an algorithm for finding
an inverse of a function, in terms of the Euclidean algorithm, given that
the minimal polynomial is known!)

Hence, T 3(v) is a linear combination of v, T (v), T 2(v). Hence, ∃f =
a0 + a1x + a2x

2 + a3x
3 such that f (T )(v) = 0. But, in particular, T ◦

f (T )(v), T ◦ f (T )(T (v)), and T ◦ f (T )(T 2(v)) = 0, so f (T ) = 0.

Quotients

If N ⊆ M are R-modules, then M/N is also an R-module.

If M,N are free over R, then M/N need not be free.

♠Examples♣ e.g. 3.2

1.

2. M = Q, N = Z, R = Z. M is not free. And M/N is not free either (any
singleton a is not linearly independent, by multiplying by the denominator).

3. M = Z, N = mZ, M/N = Z/mZ. Both Z and mZ are free, but M/N is not.

If R = F is a field and W ⊆ V are F-vector spaces, then V /W is a vector space.

3.6 Something
dim(V ) = dim(W ) + dim(V /W )

proof.

m = dim(W ), n = dim(V ). Let (v1, ..., vm) be a basis for W . We can complete it
to a basis (v1, ..., vm, vm+1, ..., vn) for V . We then claim that vm+1 +W, ..., vn+W
form a basis for V /W .

Let v + W ∈ V /W . We can write v = λ1v1, ..., λnvn. But then v + W =
λm+1(vm+1 + W ) + ... + λn(vn + W ).

For linearly independence, suppose ∃λ1, ..., λ ∈ F such that

λm+1(vm+1 + W ) + ... + λn(vn + W ) = 0
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we can re-write this as

(λm+1vm+1 + ... + λnvn) + W = 0

Thus, ∃λ1, ..., λm such that

λm+1vm+1 + ... + λnvn = −λ1v1 − ... − λmvm

But we have linear independence of v1, ..., vn, so in particular λ1, ..., λn = 0.

prop 3.12 If T : V → V is a linear transformation, and W is a T -stable subspace, then T
induces

T : V /W → V /W v + W 7→ T (v) + W

Importantly, it is not always true that W has a T -stable complement.

♠Examples♣e.g. 3.3

1. Consider T : V → W to be the projection of V onto W . Then T 2 = T ,
and indeed W is T -stable. Notice that ker(T ) is a complimentary subspace
of W . In particular, v = T v + (v − T v) = T v + u with u ∈ ker(T ), since
T (v − T v) = T v − T 2v = T v − T v = 0.

2. V = F2
2. Let T

(
1
0

)
=

(
1
0

)
and T

(
0
1

)
=

(
1
1

)
. Let W = F

(
1
0

)
. This is T -

stable by definition. Let W ′ = F

(
λ
1

)
(which is complimentary to W ). Then

T

(
λ
1

)
=

(
λ + 1

1

)
, so W is not T -stable.

How can we understand T : V → V . First, find a non-trivial T -stable W ⊆ V and
a non-trivial T -stable W ′ ⊆ V which is complimentary to V . Then

V = W ⊕W ′

prop 3.13 pT (x) divides pT |W ◦ pT .

proof. We know that pT (T ) maps V to W , and pT |W maps W to 0. hence pT |W ◦
pT (T ) = 0, so pT divides it.

Proof of 3.6 (continued)

proof.
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We proceed by induction on dim(V ). Choose v , 0. ConsiderW = span(v, T (v), ..., T k(v)).
Case 1: W = V . Then W is T -stable. Case 2: W ⊆ V . Then pT divides pT |W pT ,
so in particular deg(pT ) ≤ deg(pT |W ) + deg(pT ) ≤ dim(W ) + dim(V /W ) =
dim(V ) by induction hypothesis.

primary decomposition theorems

Consider V and T : V → V . Then T endows V with the structure of an F[x]
module, where the action of F[x] on V is given by f (x) · v = f (T )(v). Conversely,
an F[x] action on V can generate T (v) = xv.

Just as F[x] modules are in bijection with vector spaces V equipped with a trans-
formation T , Z modules are in bijection with finite abelian groups.

3.7 Primary Decomposition Theorem 1

Suppose that pT (x) factors into p1(x)p2(x) with gcd(p1, p2) = 1. Then there
exists unique subspaces V1, V2 ⊆ F such that

1. V = V1 ⊕ V2 = ker(p1(T )) ⊕ ker(p2(T ))

2. Vj is stable under T

3. The minimal polynomial of Tj := T |Vj is pj

For example, consider an idempotent transformation T 2 = T . Then pT (x) =
x2 − x = x(x − 1). Then p1 = x and p2 = x − 1. Then, the theorem above says that
V = V1 ⊕ V2, and we conclude that V1 = ker(T ) and V2 = Im(T ).

prop 3.14Chinese Remainder TheoremF[x]/ ⟨pT (x)⟩ � F[x]/ ⟨p1(x)⟩ × F[x]/ ⟨p2(x)⟩.

proof.Consider the homomorphism F[x]/ ⟨pT (x)⟩ → F[x]/ ⟨p1(x)⟩ × F[x]/ ⟨p2(x)⟩ by
f (x) → (f (x) + ⟨p1(x)⟩ , f (x) + ⟨p2(x)⟩). The kernel of this homomorphism
is exactly {f (x) : p1(x)|f (x) and p2(x)|f (x)} = {f (x) : pT (x)|f (x)} = ⟨pT (x)⟩,
which is 0 in the domain.

For surjectivity, we compute the dimensions of both sides (as vector spaces).
Consider dim(F[x]/ ⟨pT (x)⟩). We may write

F[x]/ ⟨pT (x)⟩ = {a0 + ... + amx
m + ⟨pT (x)⟩ m = deg(pT (x)) − 1}

Hence, a basis is {1, ..., xm}, which has size m + 1 = deg(pT (x)).

Then, by the same arguments, we have that dim(F[x]/ ⟨p1(x)⟩) = deg(p1(x))
and dim(F[x]/ ⟨p2(x)⟩) = deg(p2(x)), and lastly deg(pT ) = deg(p1) + deg(p2) =
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dim(F[x]/ ⟨p1(x)⟩ × F[x]/ ⟨p2(x)⟩).

prop 3.15 IfM1 is a module over R1, andM2 is a module over R2, thenM1×M2 is an (R1×R2)
module, where, for (λ1, λ2) ∈ R1 × R2 and (m1, m2) ∈ M1 ×M2, (λ1, λ2)(m1, m2) =
(λ1m1, λ2m2).

3.8 Module Decomposition

If M is a module over R1 × R2, then there are Ri modules, Mi , for i = 1,2,
such that

M � M1 ×M2

proof.

We can conceptualize R1 as an ideal of R1 × R2, by {(a, 0) : a ∈ R1}. Similarly
for R2. Define now M1 = (1, 0)M and M2 = (0, 1)M.

Consider m ∈ M. This is (1, 1)m, since m is over R1 × R2. But this is (1, 0)m +
(0,1)m. Then (1,0)m ∈ M1 and (0,1)m = M2. We also need to show that
M1 ∩M2 is trivial. If there exists m with m = (1,0)m1 = (0,1)m2, then by
multiplying by (1, 0), we get (1, 0)m1 = (0, 0)m2 = 0, so indeed m = 0.

As a corollary, we get Thm 3.7.

proof of pdt 1 V is a module over F[x]/ ⟨pT ⟩ = F[x]/ ⟨p1⟩ × F[x]/ ⟨p2⟩, so V decomposes into
V1 ⊕ V2, where V1 is an F[x]/p1(x) module, and V2 is an F[x]/p2(x) module.

Let V1 = ker(p1(T )) and V2 = ker(p2(T )).

Since gcd(p1, p2) = 0, we can write 1 = a(x)p1(x) + b(x)p2(x). Hence, evalu-
ating at T , we get T = a(T )p1(T ) + b(T )p2(T ). Then, ∀v ∈ V , we can write
v = a(T )p1(T )(v)︸          ︷︷          ︸

∈V2

+ b(T )p2(T )(v)︸          ︷︷          ︸
∈V1

.

We also observe that V1 ∩ V2 = {0}, since, if v ∈ V1, V2, then v = 0 + 0 = 0
from above.

3.9 Primary Decomposition Theorem 2

If pT = pe1
1 · ... · p

et
t , where p1, ..., pt are irreducible, then

V = V1 ⊕ ... ⊕ Vt

where Vi = ker(peii (T )) and the minimal polynomial of T |Vi is peii .

proof.
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One can show by induction on t, utilizing Thm 3.8 from above.

def 3.15Given T : V → V and λ ∈ F, the eigenspace of T corresponding to λ is

Vλ = EigT (λ) = {v ∈ V : T (v) = λv} = ker(T − λ)

def 3.16Similarly, given T : V → V , the generalized eigenspace corresponding to λ is

V(λ) = {v ∈ V : ∃m ≥ 1 : (T − λ)m(v) = 0} = ∪m≥1 ker ((T − λ)m)

3.10 Primary Decomposition Theorem 3

Suppose that F is algebraically closed, i.e. pT (x) = (x − λ1)e1 · ... · (x − λt)et .
Then V decomposes into generalized eigenspaces, i.e.

V = V1 ⊕ ... ⊕ Vt

where T |Vi has minimal polynomial (x − λi)ei . In particular

Vj = ker
(
(T − λj )ej

)
If e1, ..., et = 1, then Vi = ker(T − λi), and hence T will be diagonalizable.

proof.

This follows from Thm 3.9, though we need to justify "...into generalized
eigenspaces...," i.e. ker((T − λi)ei ) = ∪k≥1 ker((T − λi)k). We know ker((T −
λi)k) ⊆ ker((T − λi)k+1), so it suffices to show that no v ∈ V belongs to
ker((T − λi)k) for k = ei + 1 but not k = ei . If it did, by the decomposition
above, it would belong to another generalized eigenspace. But v cannot belong
to more than one generalized eigenspace.

def 3.17There is a basis for V(λ) for which the matrix of T is of the form

[T ] =



J1,λ 0 · · · 0

0 J2,λ · · · 0

...
...

. . .
...

0 0 · · · Jm,λ


where J1,λ =



λ 1 0 · · · 0
0 λ 1 · · · 0
0 0 λ · · · 0
...

...
...

. . . 1
0 0 0 · · · λ


This is the Jordan canonical form.
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structure theorem

def 3.18 An R-module M is called finitely generated if it has a finite spanning set.

3.11 Structure Theorem

Let M be an finitely generated module over a principal ideal domain R. Then
∃d1|d2| · · · |dt and an integer m ≥ 0 such that

M � R/(d1) ⊕ · · · ⊕ R/(dt) ⊕ Rm

Then, d1, ..., dt are called the elementary divisors of M, and m is called the
rank of M over R.

Note that M is free ⇐⇒ t = 0.

♠Examples♣e.g. 3.4

1. If G is a finitely generated abelian group, then

G = Z/(n1) ⊕ · · · ⊕ Z/(nt) ⊕ Zm

and G is finite if m = 0.

2. If V is a generalized eigenspace for T corresponding to λ, then

V = F[x]/(x − λ)n1 ⊕ · · · ⊕ F[x]/(x − λ)ni ⊕ F[x]m

where n1 ≤ n2 ≤ ... ≤ nt.

prop 3.16 If M is a finitely generated R-module, then it is a quotient of a free R module.

proof. Let m1, ..., mt be a set of R module generators for M. Then consider ϕ : Rt →
M by (λ1, ..., λt) → λ1m1 + ... + λtmt. This is a surjective homomorphism,
since M is finitely generated. Hence, M � Rt/ ker(ϕ).

Ex.: Show that Q is not the
quotient of a free Z module.

def 3.19 An R-module is cyclic if it is isomorphic to R/I for some ideal I ◁ R. Equivalently,
M is cyclic if it can be generated by one element. Note that (1 + I) generates R/I
as an R-module, and hence M.

prop 3.17 If N is an R-submodule of a free R-module of rank n, then N is also a free module
of rank m ≤ n.

proof.
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By induction on n. If n = 1, with N ⊆ R, the R-submodule N is an ideal of
R. Hence ∃a ∈ R s.t. N = aR. We form the isomorphism N → R : λ 7→ λa.
This is clearly surjective. Since a , 0, and a is not a zero divisor, this is also
injective.

Now suppose N ⊆ Rn+1. Consider the R-module homomorphism ϕ : Rn+1 →
R which sends (λ1, ..., λn+1)→ λn+1. Then ϕ(N ) is an ideal of R, so we may
write ϕ(N ) = aR. Choose mn+1 ∈ N s.t. ϕ(mn+1) = a. Consider N ∩ ker(ϕ),
where, in particular

ker(ϕ) = {(λ1, ..., λn, 0) : λi ∈ R} � Rn

Case 1: a = 0, then ϕ(N ) = 0, so N ⊆ ker(ϕ) = Rn. In particular, then, N is
free of rank ≤ n.

Case 2: a , 0, then by induction hypothesis N ∩ ker(ϕ) is free of rank ≤ n. On
the other hand, N � (N ∩ ker(ϕ)) ⊕ R. To show this, consider the mapping

η : (n0, λ) 7−→ n0 + λmn+1

For surjectivity: given n ∈ N , we claim ∃λ ∈ R with n − λmn+1 ∈ ker(ϕ).
Indeed, ϕ(n) − λϕ(mn+1) = 0 =⇒ ϕ(n) = λa =⇒ λ = ϕ(n)

a . Hence,
n0 := n − λmn+1 ∈ N ∩ ker(ϕ), and so n = n0 + λmn+1 = η(n0, λ), so η is
surjective.

For injectivity: η(n0, λ) = 0 =⇒ n0 +λmn+1 = 0 =⇒ ϕ(n0 +λmn+1) = 0 =⇒
λϕ(mn+1) = 0 =⇒ λa = 0 =⇒ λ = 0.

Thus, N � N0 ⊕ R, where N0 ⊆ Rn is free of rank ≤ n. We can write then
N0 � R

m for m ≤ n. Hence N � Rm+1 with m + 1 ≤ n + 1.

prop 3.18Let M = Rn and let N ⊆ M be a free R-module. Then there exists a basis for M,
{m1, ..., mn} such that N is spanned by {d1m1, ..., dnmn} with d1|d2 · · · |dn. It may be that dt , ..., dn are 0

for some t ≥ 1. If they are all
non-zero, then
{d1m1, ..., dnmn} are linearly
independent.

proof.If this holds, then remark: if v = λ1m1 + ... + λnmn ∈ M, then v ∈ N ⇐⇒
d1|λ1, ..., dn|λn. Hence, M/N = M/AM, where A has di in the diagonals. But
this is the same as (R/d1R) × · · · × (R/dnR).

We’ll show by induction on n. If n = 1, then M = R and N ⊆ R. We may let
m1 = 1 be a basis for M. Then, N is an ideal, and since R is a PID, this means
N = d1R for some d1. Hence, n is spanned by d1m1.

For n→ n + 1, let M = Rn+1. We’ll want to choose n1 ∈ N which is as "little
divisible as possible," i.e.

Given ϕ ∈ Hom(M,R), i.e. a homomorphism from M → R. Let ϕ(N ) =
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Im(ϕ|N ), i.e. the image of ϕ on N . Then ϕ(N ) ⊆ R is an R-submodule of R,
hence an ideal of R. We can then write I(ϕ) = ⟨d⟩. Let

Σ = {ϕ(N ) : ϕ ∈ Hom(M,R)}

Σ is partially ordered by inclusion. Let ⟨d1⟩ = ϕ1(N ) be a maximal element
of Σ (it satisfies the maximal chain property, since R is a PID). ∃n1 ∈ N s.t.
ϕ1(n1) = d1.

We claim that n1 is divisible by d1. As proof, let η1, ..., ηn be the natural
projections M = Rn → R which send

ηj


λ1
...

λn+1

 = λj

Thus, if n1 = ⟨x1, ..., xn+1⟩, we need to show d1|xj = ηj(n1) ∀j. Let d = ηj(n1)
and d0 = gcd(d1, d). We can write d0 = rd1 + sd for r, s ∈ R. Rewriting, we
have d0 = rϕ1(n1) + sηj(n1) = (rϕ1 + sηj)(n1). Then rϕ1 + sηj ∈ Hom(M,R),
so ⟨d0⟩ ∈ Σ and d0|d1. By maximality of ⟨d1⟩, d1|d0, so ⟨d0⟩ = ⟨d1⟩. But d0|d,
and hence d1|d. So n1 is divisible by d1.

Hence, consider d1m1 = n1 as above. Then ϕ1(d1m1) = ϕ1(n1) = d1. Since ϕ1
is R-linear, we can write d1ϕ(m1) = d1 =⇒ ϕ(m1) = 1.

We now map bijectivelyM → Rm1⊕ker(ϕ1) bym 7→ (ϕ1(m)m1, m−ϕ1(m)m1).
One may check that the second coordinate is indeed in ker(ϕ1).

Similarly, for N ⊆ M, we write N = Rn1 ⊕ (ker(ϕ1) ∩ N ). Denote M2 =
ker(ϕ1) and N2 = ker(ϕ1) ∩ N . Since N2 ⊆ M2, by induction hypothesis
∃m2, ..., mn+1 which is a basis for M2, where also ∃d2, ..., dn+1 are s.t. di |di+1
and {d2m2, ..., dn+1mn+1} spans N2. Then:

1. m1, ..., mn+1 is a basis for M.

2. d1m1, ..., dn+1mn+1 spans N .

it only remains to show that d1|d2. For the proof of this, denote dimi = ni .

Let ηj be the j th coordinate homomorphism relative to the basis (m1, ..., mn+1),
i.e. if m = λ1m1 + ... + λn+1mn+1 =⇒ ηj(m) = λj . Observe then

η1(n1) = d1 η2(n1) = 0 η1(n2) = 0 η2(n2) = d2
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Let d0 = gcd(d1, d2) = rd1 + sd2 : r, s ∈ R. We can write η = rη1 + sη2 ∈
Hom(M,R). Then η(n1 + n2) = rη1(n1) + rη1(n2) + sη2(n1) + rη2(n2) = rd1 +
sd2 = d0. By maximality of d1, we have d1|d0. But d0|d2, so d1|d2.

Hence, we can write M � Rn/(d1R ⊕ · · · ⊕ dnR), so in particular M � (R/d1R) ⊕
· · · ⊕ (R/dnR). Some divisors may be 0, i.e. R/0 = R, so we regroup and write

M � R/ ⟨d1⟩ ⊕ ... ⊕ R/ ⟨dt⟩ ⊕ Rm

as in the structure theorem.

♠Examples♣ e.g. 3.5

1. What if R = Z? Then

A = Z/d1 ⊕ · · · ⊕ Z/dt ⊕ Zn

A is then an abelian group. A is finite ⇐⇒ n = 0. How can we interpret
d1, ..., dt? Given a ∈ A, dta = 0, since (dta1, ..., dtat) = (0, ...,0) (recall di |dt).
In particular, dt = min{d ∈ Z : da = 0∀a ∈ A}. This is called the "exponent"
of A.

d1 · · · dt will be the order of A.

Note that, for finite abelian groups, having the same order and exponent
does not imply isomorphism. As an example, consider

A1 = Z/3Z × Z/3Z × Z/9Z A2 = Z/9Z × Z/9Z

2. What if R = F[x]. Then

M = F[x]/d1(x) ⊕ · · · ⊕ F[x]/dt(x) ⊕ F[x]

where di(x) ∈ F[x] are polynomials. We can view M not only as a module
over F[x], but a vector space over F, and hence r = 0 ⇐⇒ dim(M) < ∞. Fur-
thermore, we can then write dim(M) = dim(F[x]/d1(x))+...+dim(F[x]/dt(x)) =
deg(d1) + ... + deg(dt).

F[x] modules with r = 0 are exactly (V , T ) pairs for finite dimensional vector
spaces V and a linear transformation T : V → V . To transform (V , T ) to an
F[x]-module, we let f · v = f (T )(v). Conversely, given an F[x]-module V ,
we create T (v) by writing T (v) = x · v.

dt is the minimal degree polynomial such that d · v = 0∀v ∈ V , i.e. the
minimal polynomial of T , since d · v = d(T )(v).
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prop 3.19 For a finite dimensional vector space V endowed with T : V → V , with struc-
tural representation F[x]/d1(x) ⊕ · · · ⊕ F[x]/dt(x), the product d1 · ... · dt is the
characteristic polynomial of T .

proof. Observe the following facts about the characteristic polynomial fT of T :

1. pT |fT

2. deg(fT ) = dim(V )

3. If V = V1 ⊕ V2 as an F[x]-module, then fT = fT |V1
fT |V2

This last point requires some justification. Choose a basis (v1, ..., vm) for V1
and (vm+1, ..., vn) for V2. Then we will be able to write

[T ] =
(
A1 0
0 A2

)
for block matrices A1 and A2 corresponding to the bases for V1 and V2,
respectively. Then

fT = det
(
xI −

(
A1 0
0 A2

))
= det

(
xIm − A1 0

0 xIn−m − A2

)
Consider again the main proposition: if t = 1, then V = F[x]/p(x), then
deg(pT ) = n, so in particular pT = fT .

Generally, if V = F[x]/p1 ⊕ · · · ⊕ F[x]/pt = V1 ⊕ · · · ⊕ Vt, we have, by point (3)
above,

fT = fT |V1
· ... · fT |Vt = p1 · ... · pt

Putting these previous examples together...

Z F[x]
F[x]-modules finite abelian groups finite-dimensional V with T : V → V
dt exponent minimal polynomial
d1 · ... · dt cardinality characteristic polynomial

Recall that, if M1, M2 ∈ Mn(F) are conjugate, then pM1
= pM2

and fM1
= fM2

.
What about the converse?

prop 3.20 M1 and M2 ∈ Mn(F) are conjugate if and only if they have the same elementary
divisors (in their structural decomposition).

proof.
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Let V = Fn. Let M1, M2 : V → V . V can be viewed as an F[x] module in two
different ways: let V1 and V2 be V equipped with M1 and M2, respectively.
In particular, in V1, f v = f (M1)(v), and in V2, f v = f (M2)(v).

Suppose that V1 and V2 have the same elementary divisors d1, ..., dt. Then
V1 � F[x]/d1 ⊕ ... ⊕ F[x]/dt � V2 as F[x]-modules. Hence, j : V1 → V2 is an
isomorphism as F[x]-modules, preserving j(xv) = xj(v), i.e. j(M1v) = M2j(v).
Hence jM1 = M2j. In particular, j is a transformation itself, so M2 = jM1j

−1.

♠Examples♣ e.g. 3.6

Let G = GL3(F2), where #G = 168. The conjugacy classes in G are in bijection
with possible sequences d1, ..., dt of elementary divisors.

If t = 1, then d1(x) is a polynomial of degree 3 in F2. Since A ∈ GL3(F2) are
invertible, d1(x) cannot be divisible by x (otherwise, the characteristic polynomial
evaluated at 0 will be 0, i.e. det(A) = 0). We write, for ? = 0 or 1, the following
possibilities:

d1 = x3+?x2+?x + 1

(3A) d1 = x3 + 1 = (x + 1)(x2 + x + 1). Writing V = V1 ⊕ V2, where V1 is 1-dim
and V2 is 2-dim, we have T 2

2 = −T − I and hence T 3
2 = 1, where T2 is T

restricted to V2. On V1, T1 = I (recall −1 = 1in F). Hence, T 3 = I , so the
corresponding conjugacy class is comprised of order 3 matrices.

(7A) d1 = x3 + x + 1. This polynomial is irreducible. Work out that T 7 = 1.

(7B) d1 = x3 + x2 + 1. This is also irreducible.

(4A) d1 = x3 + x2 + x + 1 = (x + 1)(x2 + 1) = (x + 1)3. Then T 3 = T 2 + T =⇒
T 4 = T 3 + T 2 + T = 2(T 2 + T ) + 1 = 1, so we get a conjugacy class of order 4
elements.

If t = 2, then (d1, d2) = (x + 1, (x + 1)2) only. The first coordinate cannot be x alone,
or else the characteristic polynomial is divisible by x (and we’ve seen why this
leads to det(A) = 0 =⇒  ). The second coordinate cannot be degree 3, or else we
refer to the t = 1 case. Hence, d1 = x + 1 and d2 is degree 2 (and not divisible by
x).

F3
2 = F2[x]/(x + 1) ⊕ F[x]/(x + 1)2 = F ⊕ F[ε]/ε2, where ε = x + 1.

Then A↔ (1, 1 + ε) and A2 ↔ (1, 1 + 2ε + ε2) = (1, 1) = I , so order 2 matrices (2A).

If t = 3, then (d1, d2, d3) = (x + 1, x + 1, x + 1), but this just corresponds to the
identity element (1A).
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Now can we compute # of 1A, 2A, 3A, 4A, 7A, 7B?

3.12 Centralizers in GL3(F2)

If t = 1, then ZG(A) = (F[x]/d1)×.

proof.

We write V � F[x]/d1 as an F[x]-module. Then ZG(A) is Aut(V ) = Aut(F[x]/d1)
as F[x]-modules. Note that, B ∈ ZG(A) ⇐⇒ BA = AB ⇐⇒ BA(v) =
AB(v)∀v ∈ V , so in particular B(xv) = xB(v). This means that B is an auto-
morphism which preserves the F[x] action.

Lastly, we have Aut(F[x]/d1) = (F[x]/d1)×, as desired.

♠Examples♣e.g. 3.7

ZG(3A) = (F[x]/(x3 + 1))× = (F2 ×F2[x]/(x2 + x+ 1))×, which is exactly (F2 ×F4)× =
F×2 × F

×
4 = 1 × (Z/3Z).

ZG(7A) = (F2[x]/(x3 + x + 1))× = (F8)× = Z/7Z (similarly for 7B).

ZG(4A) = (F2[x]/(x + 1)3)× = (F2[ε]/(ε3))× = {a + bε + cε2 : a, b, c ∈ F2}×. Then we
have {1 + bε + cε2}. Hence, ZG(4A) = 4.

ZG(2A) = End(F[x]/x + 1
M1

⊕F[x]/(x + 1)2

M2

)×. Then M1 = F and, by a change of

variables ε = x + 1, M2 = F[ε]/ε2.

Now observe End(M1) = End(F) = F and also End(M2) = End(F[ε]/ε2) = F[ε]/ε2.

Hom(M2, M1) = Hom(F[ε]/ε2,F) = F, since we may map the single generator of
F[ε]/ε2 to either 0 or 1. Hom(M1, M2) = Hom(F,F[ε]/ε2) = εF[ε]/ε2.

EndF[ε](F ⊕ F[ε]/ε)× =
{(
f11 f12
f21 f22

)
: f11, f12 ∈ F, f21 ∈ εF[ε]/ε2, f22 ∈ F[ε]/ε2

}
so we can compute the cardinality End = 22 ∗ 2 ∗ 4 = 32.

Generally, let M1, M2 be R-modules (for commutative R) and M = M1⊕M2. Then
consider f ∈ End(M1 ⊕M2). We have f (m1, m2) = (f1(m1, m2), f2(m1, m2)), where
f1(m1, m2) ∈ M1 and f2(m1, m2) ∈ M2.

Then f1(m1, m2) = f1(m1,0) + f1(0, m2). Define f11 : M1 → M1 by f11(m1) =
f1(m1, 0) and f12 : M2 → M1 by f12(m2) = f1(0, m2). Note that f11 ∈ Hom(M1, M1)
and f12 ∈ Hom(M2, M1).
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Similarly, we write f2(m1, m2) = f21(m1) + f22(m2) for f22 ∈ Hom(M2, M2) and
f21 ∈ Hom(M1, M2). We can then express

EndR(M1 ⊕M2) =
{(
f11 f12
f21 f22

)
: fij ∈ Hom(Mj , Mi)

}

3.13

The map f 7→ f (1) gives an isomorphism over EndF[x](F[x]/d1(x))→ F[x]/d1(x).
Its inverse is fa(d) = a · d ←� a

We reconsider our calculation of 2A. We have V � F[x]/(x + 1) ⊕ F[x]/(x + 1)2 =
F ⊕ F[x]/(x + 1)2 = F ⊕ F[ε]/ε2.

V then has two generators, e1 = (1,0) and e2 = (0,1). Let f ∈ EndF[ε](V ). Then
f (e1) = ae1 + βe2, where a ∈ F, β ∈ F[ε]/ε2. Then εe1 = 0, so 0 = f (εe1) = εf (e1) =
εae1 + εβe2 = εβe2 = 0 =⇒ εβ = 0 in F[ε]/ε2. Hence, β = εb for some b ∈ F.

We write, now, f (e1) = ae1 + bεe2, with a, b ∈ F. We also write f (e2) = ce1 + δe2
for c ∈ F, δ ∈ F[ε]. Then we have

R = EndF[ε](V ) =
{(
a c
bε δ

)
: a, b ∈ F, δ = d1 + d2ε ∈ F[ε]/ε2

}
=⇒ #R = 32. We’d like to isolate only its invertible elements. After some

simplification, an arbitrary multiplication of elements in R looks like:(
a c
bε δ

) (
a′ c′

b′ε δ′

)
=

(
aa′ ac′ + cd′1

a′bε + b′d1ε bc′ε + δδ′

)
so the notion is well-defined. Consider

F[ε]/ε2 = V → V /εV =: V

note that V /εV = F ⊕ F, noting V = F ⊕ F[ε]/ε2. Then, if f : V → V is invertible,

f : V → V , where f is represented by
(
a c
0 d1

)
, so f is invertible ⇐⇒ a = d1 = 1.

Hence,

End(V )× ⊆
{(

1 c
bε 1 + d2ε

)
: c, b, d2 ∈ F

}
� D8(!)

Our final table for GL3(F2) is as follows:

Class #Z(g) #Class
3A 3 56
7A 7 24
7B 7 24
4A 4 42
2A 8 21
1A 168 1
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Note that, if F is any field at all, then

EndF[x](F[x]/f1 ⊕ F[x]/f2) �
{(
a11 a12
a21 a22

)
, aij ∈ HomF[x](Mj , Mi)

}
where M1 = F[x]/f1 and M2 = F[x]/f2.

3.14

HomF[x] (F[x]/f1,F[x]/f2) =
f2

gcd(f1, f2)
· F[x]/f2

In particular, ... = 0 if gcd(f1, f2) = 1, and ... = f2
f1
F[x]/f2 if f1|f2, and ... =

F[x]/f2 if f2|f1.
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