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Measuring sets on the Line

In this chapter we look at the question of how to assign a “length” to a subset of R.
It’s fairly clear that this is something that might be desirable to do. The motivation
comes from the desire to define the Lebesgue Integral. The Riemann integral is
defined by making a “vertical” decomposition of the space on which the function
is defined. The advantage of doing this is that the sets of the decomposition are
intervals and it is easy to decide what the length of an interval is. Lebesgue himself
mentioned the situation of someone collecting money and wanting to discover
what the day’s takings are. There are two ways of doing this. The first way, is to
keep a running total of the takings at each point in time. So, if at some point we
receive a quarter and then a dime, we first add 25 cents and then 5 cents. The
second approach is to collect all the nickels together, all the dimes together and all
the quarters together and at the end of the day find out how many of each there
are. This corresponds to a “horizontal” decomposition in defining an integral.
The horizontal method turns out to have distinct advantages over the vertical,
but there is one initial problem to be tackled. The horizontal decomposition of a
function will lead to sets of the form

{z;01 < f(2) <w2}

and we will need to decide what the length of this set is. So, we will need a theory
of length for rather general subsets of the real line.

Another major impetus for developing so called measure theory is the theory
of probability. Here we have a space €2 called the sample space. A point in 2
typically represents a particular outcome of an experiment. Usually we are not
interested in individual outcomes, but rather in sets of outcomes that satisfy some
criterion. Such a set is called an “event”. Events are assigned a probability of
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occurring. This is like assigning a length to a subset of [0,1]. The situation is
only slightly special in that the probability of the event of all possible outcomes
(2 is necessarily equal to unity. We then talk of random variables which are func-
tions defined on the sample space and their integrals with respect to the given
probability measure defines the expectation of the random variable.

Measure theory is necessarily a complicated subject because, in many situa-
tions, it turns out to be impossible to assign a sensible length to every subset. A
telling example is due to Banach and Tarski. It relates to paradoxical decomposi-
tions. Let a group G act on a space X. The action is paradoxical if for positive

integers m and n, there are disjoint subsets Ay, Ao, ..., Ay, By, Ba, ..., B, of X
and elements g1, ..., gm, b1, ..., h, of G such that
X=1{Jg-4
j=1
X=|Jm- By
k=1

The paradox is that if p is some kind of G-invariant measure which applies to all
subsets of X, then we will be forced to have (because of the disjointness) that

p(X) = D p(Ay) + 3 nlB)
and yet
X)) <> g Aj) = ul4)
u(X) <Y nlhe-Bi) = n(By)
k=1 k=1

leading to 24(X) = p(X) + p(X) <> p(A;) + > p(Br) < p(X).
j=1 k=1
A weak form of the Banach—Tarski paradox states that the action of the rota-
tion group on the sphere in Euclidean 3-space is paradoxical. One is forced to
conclude that if one wants a viable theory, then it will only be possible to measure

nice sets. Usually, there will be nasty sets that have pathological properties.
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1.1  Fields and o-fields

This means that we need to look at collections of subsets with certain properties.
We will meet various types of such collections in this course. The most prevalent
one will be the o-field . Our main focus will be the real line. Before defining
o-fields we will establish the following result which will be the starting point for
Lebesgue measure.

THEOREM 1 Let K be a countable index set. I = [a,b] and I}, = [ag, by[ for
k € K We have

() IfU, I C I and the I, are disjoint, then ), length(Iy) < length(I).
(i) IfI C Y, Ik, thenlength(I) < 3", length(Iy).
(iii) IfU, Ix = I and the I} are disjoint, then ), length(Iy) = length(I).

Proof.

(1) Let us assume that K is finite to start with. Then we can assume that
K = {1,2,...,n}. We will proceed by induction on n. If n = 1 then
I C I clearly implies that a; > a and by < b so length(Iy) = by —a; <
b — a = length(I). The induction starts.

Now let us assume that the result is true for n — 1 intervals. Let us reorder
the intervals such that aj are increasing with k. This affects neither the
hypotheses nor the conclusion. Now for 1 < k < n, b, < a, for, if not
then a,, € I} since certainly a, < a,. Thus

n—1

U I, CIN]| —00,a,[= [a,al.
k=1

Applying the induction hypothesis, this gives 37~ length(I) < a, — a.
But, we also have that b, < b, for if not, there is a point of I,, close to b,
which is not in I. So, length(l,) = b, — a, < b — a,. It follows that
> pey length(Iy) < (a, —a) + (b — a,) = b— a, completing the induction
step.

To establish the result when K is infinite, it suffices to assume without loss
of generality that K = N and to let n tend to infinity in the finite case.
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(ii) Let us assume that K is finite to start with. Then we can assume that
K = {1,2,...,n}. We will proceed by induction on n. If n = 1 then
the induction starts as before. Now let us assume that the result is true for
n — 1 intervals. Let us reorder the intervals such that ay, are increasing with
k. Again, this affects neither the hypotheses nor the conclusion. First we
consider the case where a > by. Then INI; = () and already I C UZZQ I}, so
that by the induction hypothesis (b—a) < >} _,(bp—ax) < > p_;(bp—ayx)
as required. So, we may always assume that a < b;. Now observe that

(b1, 01 | I
k=2

since if z € [by, 0], then = € [a,b[C U;_, It, but « ¢ I;. Therefore by the
induction hypothesis b — by < >}, (by, — ax). But a > a; for otherwise
a ¢ Up_; I. So we get

b—a=(by—a)+(b=b)< (b —ar)+ Y (bp—ar) =Y (b —ax)

k=2 k=1

as required.
Now for the case K infinite. We can assume that & = N. We want to
use compactness to reduce to the case of finitely many intervals. But this
won't work directly, so we want to make the contained interval closed and
bounded and the containing intervals open. Let € > 0. Then we have

e}

la,b— ] € [ Jlar — 27", b

k=1

and by compactness, there exists an integer n such that

[a,b—€¢] C | J]ar — 27 ke, b

=

k

Il
i

and

[a,b — €[C U[ak — 27Fe by
k=1

Therefore, from the finite result, we have

b—a—e<> (bh—ar+27%) <et+ > (b —ar)
k=1

k=1



Since € is an arbitrary positive number, the result follows.
(iii) Follows immediately from (i) and (ii) above. [}

In Theorem 1 above, we had in mind that the endpoints of the intervals should
be real numbers. We can also ask what happens if we allow either I of I to take
either of the forms | — 00, b], [a, 0o or | — oo, c0].

COROLLARY 2 Let K be a countable index set. I and I, for k € K be general
intervals, closed on the left and open on the right. If |, I = I and the I}, are
disjoint, then ), length(Iy) = length(I).

Proof. The only problem is when one or more of the intervals has infinite length.
Obviously, if one of the I} has infinite length, so does I and ), length(ly) =
oo = length(I). The only contentious case is when I has infinite length, but all
the I} have finite length. In this case, let ¢ > 0. We have by Theorem 1, (ii) that
length(IN[—c,c[) < >, cx length(Iy). We find that length(I N [—c, c[) — oo
as ¢ — oo and it follows that ) _, length(Ix) = oo as required. n

We can now make progress on general measure theory.

DEFINITION  Let X be a set. Then a collection F of subsets of X is a field
(sometimes called an algebra) if and only if

i X eF.
i) Ae F= X\AecF.
(iii) Ae F,Be F— AUuBecF.

The immediate consequences of this definition are:
e e F.

o Ay € Flork € K, K finite = (. Ax € F.
o Ay € Flork € K, K finite = [, cx Ax € F.

In the same vein we have the following definition.



DEFINITION  Let X be a set. Then a collection F of subsets of X is a o-field
(sometimes called a o-algebra ) if and only if

i X e F.
(i) Ae F= X\AecF
(iil) Ay € F fork € K, K countable == | J,.c o Ax € F.

The immediate consequences of this definition are:

e e F.
o Ay € Flork € K, K countable = (N, . Ax € F.
e Fao-field = F afield.

DEFINITION ~ We can now define the concept of a measure (sometimes called
a countably additive set function) on a field F of subsets of X as a function
p: F — [0, 00] such that

@) u(0) = 0.

(i) g (Uper Ak) = Dorere M(Ag) whenever K is a countable index set and Ay,
are pairwise disjoint subsets of X with A, € F and | .o, Ax € F.

Sometimes if F is a field rather than a o-field , y is called a premeasure rather
than a measure.

It’s worth observing explicitly that we are allowing measures to take the value
0o. We interpret sums of nonnegative series with possibly infinite terms in the
obvious way. So, if just one term in the series ) _, . j1(Ay) is infinite, the whole
sum is infinite. If not, then the series is treated as a series of nonnegative terms
and it evaluates to a real number if the series converges and to oo if the series
diverges.

Now we need to look at complementation, because this will come to plague
us later. If A, B € F and u(A) = u(B) where p is a measure on F, then can
we deduce that pu(A°) = p(B°)? We have of course (X)) = u(A) + p(A°) and
w(X) = p(B) + u(B°), so with the normal laws of arithmetic we have p(A¢) =
w(B°). Indeed, if 1(X') < oo this is clearly the case because the measures of all the
sets involved are nonnegative real numbers. But if u(A) = u(B) = pu(X) = 0o
then nothing whatever can be said about p(A°) and pu(B°¢).

There is another important property of measures.
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LEMMA 3 Let F be ao-field and suppose that i is a measure on F. Let F; € F

be an increasing sequence of sets, then <U ; FJ) = sup; u(Fj).

Proof. We define Ay = Fy, A; = F;\ F;_y for j = 2,3,.... Then A; are disjoint
subsets in F. Therefore

" <U Aj> = >~ lA)) = p(E) + 3 (uF) = u(Fy-a) ) = sup (E).

j=2 J

That’s a lot of definitions, so we had better have some examples.

e Let X any set and let F be the collection of all subsets of X. That will be a
o-field. For a measure we can simply let p(A) be the number of elements
in A with the understanding that p(A) = oo if A is infinite. It5s intuitively
clear that 4 is a measure on F, but that would require some proof. This
measure is called the counting measure because it simply counts the num-
ber of elements in the set.

e Let X = N and again let F be the collection of all subsets of X. Assign a
weight w,, > 0 to each n € N. Now define

n(A) =) w,

neA

with the understanding that p(A) = oo if the series diverges. The terms of a
series of positive terms can be rearranged without affecting the convergence
or the value of the sum (or we can work with unconditional sums — see
the notes for MATH 255).

e Let X = Nand let F be the collection of subsets of X that are either finite
or cofinite This is a field, but not a o-field. You can assign a premeasure to
F as in the last example.

e Let X be an uncountable set and let F be the collection of subsets of X
that are either finite or cofinite This is a field, but not a o-field. Now, let
pu(A) = 0if Ais finite and p(A) = 1if A is cofinite.

e Let X and F be as in the last example. Now, let u(A) = 0 if A is finite and
w(A) = oo if Ais cofinite.



o Let X ={1,2,3,4,5,6}, F the set of all subsets of X and p(A) = |A|/6.
Then p(A) is the probability measure of a fair dice.

DEFINITION A probability measure is a measure with the additional property
that p(X) = 1.

It follows easily from the definitions that if y is a probability measure then
takes its values in the interval [0, 1].

It will be noted that we are quite short on interesting examples. We work to
remedy that situation. It will also be noted that we allow a measure to be defined
on a field rather than a o-field which might seem (correctly) to be its natural base
of operations. Allowing this possibility gives us room for mancevre.

1.2 Extending the notion of length — first steps

So in this section, we will let X = R and F is the collection of all subsets of R
that are finite unions of intervals closed on the left and open on the right. There
is no restriction on the length of the intervals except perhaps that we can always
consider it to be strictly positive for otherwise the interval would be empty. Let
F € F and consider C' a component of F. This is a connected subset of F' and
therefore also of R. So, C'is an interval. Now every constituent interval of F'is
contained in some component C' and it follows that C' is just the (finite) union
of those constituent intervals which it contains. Thus, C'is closed on the left and
open on the right and it follows that distinct components are not merely disjoint,
but also cannot abut. So every set F' € F can be written in a unique way as

F=|]JIL
k=1
where [, are intervals closed on the left and open on the right that are disjoint

and do not abut. It is now easy to see that the R\ F'is also an element of F. This
means that F is a field. Let us now define pu(F) = >, length(Iy).

THEOREM 4 The set function p is a premeasure on F.

Proof. Let Fy € F be disjoint for j € N, F' € F and F' = J; F};. Then we have

to show that
W(F) =Y p(Fy).
J
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We will write F; = Ufil Liyand F = Uszl Jy, where [ and Jj, are intervals
closed on the left and open on the right. All of these unions are of the disjoint
variety. We get

K
p(F) = length(Jy) (1.1)

k=1
K oo Kj

= D> length(JkNTjy) (1.2)
k=1 j=1 ¢=1
~ K;j K

= Z Zlength(Jk N Ijj) (13)
j=1 {=1 k=1
o K;

= > ) length(T) (1.4)

<
Il
-
~
Il

1

= > u(E) 1)

.
Il
=

Here (1.1) is the definition of u(F), (1.2) follows by Corollary 2 applied to J;, =
U0 Jk N I, (1.3) follows from changing the order of summation in a series of
positive terms, (1.4) follows since I;, C F' and by using Corollary 2 applied to
Lie= Ui, Ju N ;. Finally (1.5) follows by the definition of pu(F}). m

1.3 Fields and o-fields generated by a family of sets

Let X be a set and A a family of subsets of X. We define the field and the
o-field generated by A by considering the collection of all fields (respectively
o-fields ) on X which contain the given collection A and take the intersection
of the collection. Explicitly

field generated by A = ﬂ F

F is a field
FDOA

o-field generated by A = ﬂ F

F is a o-field
FDOA



There are two important considerations here. The first is that the power set of
X, (i.e. the collection of all subsets of X) is a field (respectively o-field) on X.
The second is that an arbitrary intersection of fields (respectively o-fields) is again
a field (respectively o-field). We can legitimately say that the field (respectively
o-field) generated by A is the smallest field (respectively o-field) on X containing
A.

This definition from the outside is very unappealing. It’s really difficult to get a
handle on what it means. In the case of a field, it is possible to give a definition
from the inside but for the o-field, this is unfortunately not the case. For fields we
have the following lemma.

LEMMA 5  Let X be a set and A any collection of subsets of X. Let F be the
field generated by A. Then a subset F' of X lies in F if and only if the following
condition holds:

There is an integer N > 1 and a chain of sets (F},)"_, defined for
n=1,2,..., N by one of the following options:

o F,=X.

o [, € A,

o F,,=F, \F, withl <p,,q, <n.

o [, =F, UF, withl <p,,q, <n.
and with F' = Fl.

Proof.  One proves easily by induction that £, € F. In the opposite direction,
let the collection of all subsets that are defined by a chain of this type by G. Then
clearly A C G. We only need to show that G is a field. We have X € G. Now let

G, H € G. Then there are chains of sets (G,,)F_, and (H,)%_, with Gp = G and
Pj—lQ-i—l by

Hg = H. ltis now evident that one may define and new chain (F,,)
o [, =G,itn=1,2,..., P.
e I',=H, pitn=P+1,P+2, ..., P+Q.

L] FP+Q+1 = Fp \ FP+Q<: G \ H) or FP+Q+1 = Fp U FP+Q(: GuU H)
depending on case.
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This shows that G is closed under set-theoretic difference and union and is there-
fore a field. u

It is the curse of measure theory that no corresponding result is true for
o-fields'. When discussing the o-field generated by a family of sets we have to go
through contortions.

EXAMPLE  Consider for example the following question

If M is a o-field of subsets of X and S is a subset of X, show that
the o-field generated by M U {S} is

{(ANS)U (BN S°); A, Be M},

We will prove in a moment that H = {(ANS)U (BN S°);A, B € M}isa
o-field on X. On the other hand, if G is a o-field with M C G and S € G, then
(ANS)U(BNSC) € G whenever A, B € M,soH C G. It follows that H is the
smallest o-field containing M and S.

To establish the claim, observe that X = (X N S) U (X N S¢) € H. Further

(ANS)U(BNS)) = (A°US)N(B°US)
=(A°NBYU(S°NBYU(A°NS)U (SN S)
=(S°NBYU(A°NS)eH

since SN S = () and
ANBC=(SNA°NBYU(SNANB) C(S°NB)U(A°NS).

On the other hand, we have

Q((AkﬂS)U(BkﬂSC)> - <(’QAk) ﬂS) U <(Q3k> mSC> ,

showing that H is a o-field.
O

This is not strictly true, but you will need to understand transfinite induction in order to state
it.

11



1.4 Extending premeasures from fields to o-fields
In this section our objective is the following result.

THEOREM 6 (CARATHEODORY’S EXTENSION THEOREM) Let i be a premea-
sure on a field F of subsets of X. Let G be the o-field generated by F. Then there
exists a measure v on G which agrees with 1 on F.

The first step in the proof of the Carathéodory Extension Theorem is the con-
struction of an outer measure . As opposed to measures, which are defined on
fields, outer measures are defined on all subsets of the ambient space X .

DEFINITION  An outer measure 6 on a set X is a map 6 : Px — [0, o] with
the following properties

i 6(0) =o0.

(i) fAC B C X, then0(A) < §(B). We refer to this as § being monotone .
The larger the subset, the larger the value of the set function.

(iii) 0 <U;’il Aj) < D521 0(A;). We express this condition as 0 being count-
ably subadditive .

LEMMA 7 Let p1 be a premeasure on a field F of subsets of X . Let a set function
w* be defined on Px by

pH(A) = inf Y p(A;) (1.6)
j=1

where the infimum is taken over all possible sequences of sets A; € F such that
AC Uj’;l A;. Then p* is an outer measure on X.

Proof.  First notice that in defining the infimum, we can always take A; = X and
A; =0 for j = 2,3,.... Thus, there is always at least one covering over which
the infimum is taken. Conditions (i) and (ii) in the definition of outer measure
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are trivially satisfied. We need only check the condition (iii). Towards this, let
AC X and A; C X with A C U;’;l A;. We must show that

A) < Z /J“*(AJ)

If this fails to be true, then there exits € > 0 such that

St (A)) <t (4) — e

and indeed .

SOt (A7) + €279) < i (A),

j=1
But p*(4;) is defined as an infimum, so there do exist sets [}, € F such that
A C Uk 1 k and

> ule) < (4 + 27
But now we have A C (J;, Fj and the double indexed family Fj; is still count-
ably indexed and could 1f necessary be written out as a sequence. We get

) < Zu k) < ZZM k) < (1 (A)) + €27) < p*(A).
7j=1 k=1 7=1

This Contradlctlon establishes the desired result. |

The next step in the saga is to define the concept of measurability with respect
to an outer measure.

DEFINITION  Let 6 be an outer measure on a set X. Then a subset M of X is
said to be 8-measurable if and only if for every set E/ of X we have

O(E)=0(ENM)+6(FEnN M.

We are using the notation M¢ = X \ M as a shorthand for complementation in
X.

We can think of this in terms of the “cookie cutter” analogy. We imagine that
M is the cookie cutter and F is the cookie dough. Then the cutter breaks up the
dough into two disjoint pieces, £ N M and E N M¢. 1f M is a “good” cookie
cutter, the amount of dough in the two pieces will always add up to the amount
that was present originally no matter what the shape of the dough.
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PROPOSITION 8  Let 6 be an outer measure on a set X . Let M be the collection
of all subsets of X that are -measurable. Then M is a o-field and the restriction
of § to M is a measure.

We prove Proposition 8 in several steps.

Proof that M is a field. It is immediately obvious that X € M and also that
M € M implies that M*¢ € M. So it remains only to establish that (iii) of the
definition of a field holds. Towards this, it will suffice to show

A BeM — ANBeM
since we already know that M is closed under complementation. We have

O(E) =0(ENA)+0(EnNA°.

Now apply B as a “cookie cutter” to both £ N A and £ N A¢

O(E)=0(ENANB)+0(ENANDB®) +0(ENA°NB)+0(EN AN B°).

Next we use the subadditivity of 8 to get

O(F) Z@(EOAOB)—I-G((EﬂAﬂBC)U(EﬂAcﬂB)U(EﬁACﬂBC)>,
=0(ENANB)+0(EN((ANB°)U(A°NB)U(A°N B°))),
=0(ENANB)+6(EN(ANDB)).

Using the subadditivity again, we get

0(F) <O(ENANB)+0(EN(ANB)°).

Combining the two inequalities gives

0(E) = 0(ENANB) +6(EN (AN B))

and this completes the proof that M is a field. |

LEMMA 9  Let A; € M forj € J where J is a countable index set and suppose
that the A; are pairwise disjoint. Then for every E C X we have

0 <Eﬂ (U A])) => H(ENA;). 1.7

jedJ jedJ
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Proof. Let us first consider the case where J is finite. Let J have n elements.
If n = 1, then (1.7) is a tautology. If n = 2, then since A; € M and by the
disjointness of A; and A,,

G(EN(A1UA))=0(EN(ALUA)NA)+0(EN (A UA) N AY)
=0(ENA)+0(EN As)

For n > 3 we use strong induction on n. We have

9<Em (UA>> :9<EM1>+9(M (UA>>

=0(ENA)+ ie(EmAk)

- zn:Q(E N A

where the induction hypothesis has been used with 2 sets in the first line and with
n — 1 sets in the second line. This completes the finite case. For the infinite case,
we have

; <Em ([’p)) - <Em (UA>) -0

Letting n tend to infinity now gives

; <Em ([j A>) - S 0mn A

k=1 k=1

On the other hand using the countable subadditivity of § we have the reverse

inequality
0 <Em (U Ak>> <> (EN Ay
k=1 k=1
and combining the two inequalities completes the proof of the lemma. |

Completion of the proof of Proposition 8.
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We first show that M is a o-field . For this it is enough to let A, be a sequence
of disjoint subsets of M and to show that |72, 4; € M. Let B, = |J;_, A; and
B =J;Z, Aj. Then, we have

0(E) = 0(E N B,) +0(EN B°) {Ze (ENA) }+9(EHBC) (1.8)
by Lemma 9 and since By, O B¢. Letting n tend to infinity in (1.8) we get
E) > {ZQ(EﬂAj)} +0(ENB°) =60(ENB)+6(EN B°

again by Lemma 9. On the other hand, since 6 is subadditive
O(F) <O0(ENB)+60(ENB°),

and it follows that (E) = 0(E N B) + 0(E N B°) for all subsets E of X and
hence that B € M.
Finally, setting £/ = X in (1.7) shows that § is countably additive on M. =

We can finally tackle our long term objective.

Proof of the Carathéodory Extension Theorem.

Starting with p and the field F we first define an outer measure p* on X by
(1.6). Now let M be the o-field of sets that are measurable with respect to p*.
We will show that F C M.

Let A€ Fand E C X. Let € > 0. Then, from the definition of u*(E), there
exist sets Fj € F such that B C | J72, Fjand 272 | pu(Fy) < p*(E) +e. Then we
have

pH(ENA) +p(EN A% < ZMF N A) +ZuF N A°)

7j=1 7=1

g

= > (BlF N A) + u(F; 0 4°))

=1



Passing to the limit as ¢ — 0 we get p*(E N A) + p*(E N A% < p*(E). By
subadditivity we get p*(EFNA)+p*(ENA°) > p*(F) and it follows that A € M.

Next, we need to show that p and p* agree on F. Given F' € F, we can set
A =F A =0forj=1,2,...t0get u*(F) < u(F). To get the inequality in
the opposite direction, we must show that whenever A; € F and F' C |J;Z, 4;
we necessarily have

O(F) < iu(Aj). (1.9)

We do this in two steps by manipulating the A;. Firstly we ensure that the A; are
disjoint by replacing A; with itself, Ay with A\ Ay, A3 with A3\ (A1 U Ay), etc.
This process makes the A; smaller, so showing that (1.9) holds with the “new”
A; implies that it holds with the “original” A;. Secondly, we replace each A; by
A; N F. Again, since the process makes the A; smaller, it is enough to show (1.9)
for the “new” sets. Note that both of these processes generate subsets of F. So, it
is enough to show (1.9) in case that A; are disjoint subsets of F. But in that case
we also have F' = |J72, A;j and p*(F) = 272 p(A;) holds since 1 is a measure
on F.

Now we are done because G C M and if we define v to be the restriction of
w1 to G, then v is clearly a measure on G. |

1.5 Borel sets and Lebesgue sets

We can now apply the rather general results of the previous section to the case
of the length premeasure on the field generated by the intervals closed on the left
and open on the right. In this case, we obtain two o-fields G and M and these
are called the Borel o-field of R and the Lebesgue o-field of R respectively. To
be explicit, the Borel o-field of R is the smallest o-field containing the intervals
closed on the left and open on the right. The Lebesgue o-field on the other hand
is the o-field of all sets that are measurable with respect to the “length” outer
measure.

In fact it is possible to define the Borel o-field for any metric space X. It is
clear that every open interval in R is a countable union of intervals closed on the
left and open on the right. So every open interval is in G. On the other hand,
every interval closed on the left and open on the right is a countable intersection
of open intervals. So, in fact, the open intervals and the intervals closed on the
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left and open on the right generate the same o-field . Also, every open subset of
R is a countable union of open intervals, so that G is also the o-field generated by
the open sets. This prompts the following definition.

DEFINITION  Let X be a metric space. Then the Borel o-field Bx of X is the
smallest o-field containing the open subsets of X. A subset B of X is said to be a
Borel subset of X (or just a Borel set if the context is clear) if B € Bx.

It goes without saying that Borel sets are very difficult to understand and to
get a grip on. The only way in practice of showing that a set is Borel is to build it
explicitly out of countable unions and countable intersections starting from open
sets. In fact there is a special terminology for this. A subset of a metric space
X is said to be a Gy if it is a countable intersection of open subsets. It is an
F, if it is a countable union of closed sets. It is a G, if it is a countable union
of G subsets and so on. The greek letters ¢ and o stand for durchschnitt and
summe in this context. One might hope that after some fixed finite number of
such operations one would have captured all Borel subsets, but this unfortunately
is not the case. To show that a subset is not a Borel subset, in practice, we have to
find a o-field containing all the open sets, but which does not contain the given
subset.

We can now state the following Corollary of the Carathéodory Extension The-
orem

COROLLARY 10  There is a measure v defined on the Borel o-field of R which
assigns to every interval its length.

Proof. We apply the Carathéodory Extension Theorem to the field F generated
by intervals closed on the left and open on the right. Let G be the o-field generated
by F. Then G is just the Borel field of R and hence the length premeasure on F
extends to the o-field of all Borel subsets of R.

At the moment, it is not clear what difference there might be between the
Borel subsets and the Lebesgue subsets of R. It is clear that every Borel subset is
Lebesgue, but could the converse also be true? Well, it turns out that this is not
the case.

PROPOSITION 11 Both the Borel o-field and the Lebesgue o-field are transla-
tion invariant. Also, Lebesgue measure is translation invariant.
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Proof. Since the open subsets of R are translation invariant, it follows that the
Borel o-field of R is also translation invariant. The field F generated by intervals
closed on the left and open on the right is translation invariant and also so is
the length premeasure u. It follows that Lebesgue outer measure is translation
invariant

pw(E+z)=p (E) VE C R,z € R,

and therefore the Lebesgue o-field is translation invariant and also the Lebesgue
measure v which is just the restriction of p*. |

EXAMPLE  The following example is rather counterintuitive. Let us take X = Z,
the set of all integers and let F be the collection of periodic subsets of Z. To be
explicit, a subset A of Z is periodic, if there exists an integer n > 1 and a subset B
of {0,1,2,...,n—1} such that A = B+nZ. The smallest n for which this can be
done is called the period of A. Now it is clear that F is a field. If for example A;
is a periodic subset with period n; for j = 1, 2, it is fairly straightforward to show
that Z \ A is periodic with period ny and that A; U A, can be represented in the
form B +nZ for B C {0,1,2,...,n — 1} where n is the LCM of n; and ny. For

B

an element A of F we can define a density p(A) by u(A) = - Intuitively, this

is the proportion of integers that are in the subset A. It is also possible to show
that y is finitely-additive on F. This is true, because whenever one is dealing with
only finitely many sets of F, we can view everything on the period of the lowest
common multiple of the periods of the given subsets. It seems reasonable that x
would also be a premeasure on F. However, let us consider the consequences
of this statement. Carathéodory’s Extension Theorem would then guarantee an
extension v of i to the o-field G generated by F. Now clearly {0} = (", nZ,
so {0} € G. In fact, we can write Z \ {0} as a union J,- , A, of disjoint periodic
sets Ay. We will have v({0}) = 1 — > 77, u(Ag). Equally well, we can realize
Z\ {n} as aunion | J,-,(n + Ax) and then

v({n}) =1=Y pln+A) =1-> u(Ay) =v({0}),

so that v({n}) will be independent of n. Now v({0}) > 0 is not possible
because we can find a positive integer N such that Nv({0}) > 1 and then
v({0,1,2,..., N}) > 1 which is impossible. So it must be the case that v({0}) =
0. But then 1 = v(Z) = v(U,ez{n}) = X ez v({n}) = 0. This contradiction
shows that the original p cannot be countably additive. In fact, one can deduce
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the existence of disjoint periodic subsets A, with (J,-, A = Z but such that
> e 1(Ag) < 1.

We can understand this by means of an explicit example. Let
By ={-1,0,1} +8Z
By = {-2,2} + 16Z
By ={-3,3} +32Z
By ={—k,k} +2?7  (k>2)

Then it is clear that | J;-, By = Z and ), | u(By) = 9/16 < 1. The By, are not
disjoint, but they can be made so following standard procedures. O

1.6 Uniqueness of the Extension

In the previous section we proved the existence of an extension. What about
the uniqueness? Could there be more than one possible extension. Well under
reasonable hypotheses, the answer is no. The extra condition that is needed to
make this conclusion possible is one that occurs a great deal in measure theory. It
is called o-finiteness.

DEFINITION  Let F be field or o-field on a set X. Let . be a measure on F.
Then p is said to be finite if and only if 1(X) < oc.

DEFINITION  Let F be field or o-field on a set X. Let i be a measure on F.

Then p is said to be o-finite if and only if there exists a sequence of subsets (X)
of X with X; € F, u(X;) < oo forall j and X = |2, X;.

There are two approaches to the uniqueness question. We will develop them
both. The first approach is the one favoured by probabilists.

DEFINITION  Let X be a set. Then a collection of subsets P of X is said to be a
m-system if

(m) AL BEP = ANBEP.

On the other hand we also make the following definition.
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DEFINITION  Let X be a set. Then a collection of subsets £ of X is said to be a
A-system if

(\) X el
(M) Ace L= X\AecL.
(A3) Whenever Ay, A, . .. are disjoint subsets of X in L then the union |J;Z, A;

isalso in L.

In fact, if (A1) and (A3) are true, then (\y) implies the condition that A, B €
P,AD B = A\ B € P. Thisis because (A\ B) = (X \ A)UBand (X \ A)
and B are disjoint.

The following Lemma is now fairly clear

LEMMA 12 A collection of subsets F of X which is both a w-system and a
A-system is also a o-field .

Proof. Firstofall) = X \ X € F. Since F is closed under finite intersections
and complementation, it is clear that it is also closed under finite unions. There-
fore F is a field. But now, given a sequence A, As, ... of subsets of X in F, we
can adjust them to make them disjoint, using the standard trick. We define

Blel, BQZAQ\Al, BgZAg\(AlLJAQ),...

We also have (J;2, A; = U2, B; € F. Thus F is a o-field as required. n

The key result in this section is the following.

THEOREM 13 (DYNKIN’S m — A THEOREM) If P is a m-system and L is a -
system and P C L, then o(P) C L where o(P) is the o-field generated by P.

We will need the following lemma.
LEMMA 14 Let F be a A-system on X and suppose that A € F. We define Fa

the system of all subsets B of X such that ANB € F. Then Fy4 is also a A\-system
on X.
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Proof. There are three axioms to check. Since X NA=Ae€ F, X € Fu. If
Be Fa,then ANB e Fandso A\ B= A\ (AN B) € F since F preserves
contained differences. But (X \ B)N A = A\ B,so X \ B € F4. This shows
that 4 is closed under complementation. Finally, let B; be a disjoint sequence
in F4. Then the intersections AN B; are also disjoint and lie in F. It follows that
ANUZ, By = U2, (AN Bj) € F. So, U;2, Bj € Fa. This shows that F is
closed under disjoint countable unions. |

Proof of Dynkins m — X\ Theorem.  Let F be the A-system generated by P. In
other words, F is the intersection of all A-systems containing P. It is clear that
F C L. If we can show that F is also a 7-system, then it will be a o-field and the
desired conclusion will follow.

Now, let A € Pand B € P. Then ANB € P C Fsothat B € F4. By
Lemma 14, F4 is a A-system containing P. It now follows that 7 C F4 because
F is the intersection of all A\-systems containing P. But, this means that A € P
and B € F implies that AN B € F. So, if B € F then P C Fp. But then,
F C Fpg, because again by Lemma 14 Fp is a A-system containing P and F is
the smallest such animal. So, finally we have shown that

AABe F= ANBelF.
In other words, F is a w-system and the proof is complete. ]

We can now use this result to obtain information about the uniqueness of
extensions.

PROPOSITION 15  Let P be a w-system and 1, and o be finite measures on
o(P) which agree on P and on X (i.e. pu1(X) = po(X)). Then py and o agree
ona(P).

Proof. Let L be the collection of subsets in (P) on which iy and o agree. We
will show that £ is a A-system. By hypothesis, X € £. Now suppose that A € L.
Then 1 (A) = p2(A). We find that p;(X \ A) + p;(A) = p;(X) for j = 1,2.
It follows that py (X \ A) = po(X \ A). Its very important here that y;(X) is
finite. If both the p;(X) and the y;(A) are infinite, we cannot deduce the value of
i (X \ A). This shows that £ satisfies both (A1) and (A2). The fact that it satisfies
(A3) uses the fact that 41; are measures. If A; are disjoint subsets in £, then we

have
o (U Aj) = ZM(AJ‘) = ZMQ(AJ‘) = Mo (U Aj)
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and it follows that (J;Z, A; € L. This completes the verification that £ is a -
system. Finally, Dynkin’s 7-A Theorem shows that ¢(P) C L and the proof is
complete. |

The usual application is to the uniqueness of the extension in Carathéodory’s
Extension Theorem.

THEOREM 16 Let i be a o-finite premeasure on a field F of subsets of X. Let
G be the o-field generated by F. Then there exists a unique measure v on G
which agrees with ;1 on F.

Proof. The existence of v is already contained in Carathéodory’s Extension The-
orem. It is the uniqueness with which we are really concerned here. So, let v and
V9 be two possible extensions. Now, since p is o-finite, we can find a sequence of
subsets (X;) of X in F, such that u(Xj) is finite and X = (J;Z, X;. So let F; be
the field of those sets of F that are contained inside X;. We view thls asa ﬁeld on
X. Note that this field is exactly the same as the field of traces {FFNX,; F € F}.

Let G; = o(F;). Since v; and v, agree on F;, by Proposition 15, they also agree
on G;. We now construct a new o-field H; = {H; H C X, HNX; € G;} which
clearly contains F. Therefore, by deﬁnition of G we have G C ’Hj. SoG €@
implies that for each j, G N X; € G,;. Now, without loss of generality, we can
arrange that the X are disjoint. So G' = |J;2, G N Xj is a disjoint union and

G):iyl(GﬁX i (GNX;) =1a(G).

Thus v, and v, agree on G. [}

1.7 Monotone Classes*

The second approach to the uniqueness problem is the one that is usually adopted
by mathematicians (as distinct from probabilists). It uses a new construct, that of
a monotone class .

DEFINITION  Let X be a set. Then a collection of subsets M of X is said to be
a monotone class if

(i) Whenever Ay, As, ... are increasing subsets of X in M then the union
[o'e) . .
U;=1 4; is also in M.
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(i) Whenever Ay, As, ... are decreasing subsets of X in M then the intersec-
tion ()72, A; is also in M.

THEOREM 17 (MONOTONE CLASS THEOREM) Let F be a field. If M is a
monotone class and F C M, then o(F) C M.

Proof. Let M be the smallest monotone class containing F. It will suffice to
show that o(F) = M. Note that every o-field is a monotone class, so we have
o(F) O M. We will show that M is in fact a o-field . We define

Mp={Q;P\QeM, Q\PeM, PUQ e M}
It is easy to check that

e M p is a monotone class.

e Pe Mg+ Q€ Mp.

Now, let P € F be temporarily frozen. Then, since F is a field, ) € F implies
that Q € Mp,ie. F C Mp. Therefore M C Mp, because M is the smallest
monotone class containing F. So, in fact, @) € M implies that () € M p and this
in turn implies that P € M. So, unfreezing P and freezing () temporarily, we
have 7 C M whenever () € M. Again because M is the smallest monotone
class containing F this gives M C My, for all Q € M. But this just says that
M is closed under finite unions and set theoretic differences. So, in fact M is a
o-field and the reverse inclusion o(F) C M follows. u

To illustrate the application of monotone classes, let us give a second proof
of Theorem 16 at least in the case where p is a finite premeasure. The extension
to the o-finite case follows the same ideas that are found in the first proof of
Theorem 16.

It is only the uniqueness of the extension that is at issue. So, let vy and v, be
two possible extensions to o (F). We consider

M={M;M € o(F),rn(M)=wvy(M)}.
It is easy see that M is a monotone class. For example in case M; € M and
M; T M € o(F) we have

v(M) = Sup v (Mj) = sup va(Mj) = va(M).

For decreasing sequences of sets we use complementation together with the con-
dition p(X) < oo. u
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1.8 Completions of Measure Spaces

In this section we look at a way of extending abstract measure spaces. So, let X
be a set, G a o-field on X and p a measure on G. We say that a subset N of G
is a null set if u(N) = 0. If there is a possibility of confusion between several
different measures we use the terminology p-null. Now it seems intuitively clear
that if the measure of a subset N is zero, then the measure of any subset Z of N
should also be zero. This is very clear for instance in the case where y is supposed
to give the “length” of a subset of R. But there is a snag. The subset Z may not
lie in G even if N € G so that x(Z) may not even be defined. For this reason, we
introduce the notion of completion of a measure space.

DEFINITION ~ We define a family of sets G as follows. We say that H € G iff
there exist G, N € G and Z C N with N p-null such that H = GAZ. Here we
have used A to denote symmetric difference GAZ = (G\ Z) U (Z \ G). We
also define a quantity i(H) = u(G). Then (X, G, 1) will eventually define the
completion of (X, G, p).

Note that symmetric differences satisfy the identity AA(AAB) = B, so we
can equally well define G by the relation HAG C N. Yet another way of describ-

ing G comes from writing H = (G'\ N)U ((N\Z) U (Z\G)) where G\ N € G

and (N \ Z) U (Z\ G) C N. This means that the completion G can be defined
with the union operation rather than the symmetric difference. Conceptually, this
may be a little easier. We have the following Theorem.

THEOREM 18  Let G be a o-field on X and p a measure on G. Then
() G isao-field .
(ii) For H € G, u(H) is well-defined.
(iii) 7 is a measure on g extending .
Proof. We have X = XA( and @ is a null set, so X € G. Now let H € G.
Then H = GAZ where G,N € G, Nisnulland Z C N. But H* = G°AZ and

G¢ € G,s0 H® € G. Now let H; € G for j € N. Then we can write H; = G;UZ;
where Gj, N; € G, N isnulland Z; C N;. We now have

O (o)) e

=1
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where J72, G5 € Gand U2, Z; € UjZ, Nj and ;2 Nj is a null set in G.
Hence J;2, H; € G. The proof of (i) is complete.

Next we show that 7z is well-defined. Let HAG; C N; for j = 1,2. Then
we have GlAGQ = (HAGl)A(HAGQ) Q N1 U NQ. Thus /L(GlAGg) = 0.
Then G7 C Gy U (G1AGs) and it follows that p(G1) < u(Gs) and the reverse
inequality holds by symmetry. So u(G1) = p(Gs).

The uniqueness just proved shows that fi extends p. Hence also fz(0)) =
(@) = 0. If the H; in (1.10) are disjoint, then so are the G; and it follows
immediately that

(U)o (Ge) =35 = S

Jj=1

Finally we have

DEFINITION A measure space (X, G, ) is complete if it is its own completion.
and also the following proposition.
PROPOSITION 19 Letf be an outer measure on a set X. Let M be the o-field of

0-measurable subsets and let j1 be the restriction of 6 to M. Then we know from
Proposition 8 that y is a measure on M. We have

() If ZC X and0(Z) =0, then Z € M.
(i) IfA,Z C X and 0(Z) = 0, then 6(A) = 6(A U Z).
(iii) IfA, B C X and (AAB) = 0 then §(A) = 6(B).

(iv) The measure space (X, M, p) is complete.

Proof. For (i), we have O(E) < O(ENZ)+0(ENZ°) =0(ENZ° < 0(F).
The first inequality comes from the subadditivity of 6 and the second from the
monotonicity. Hence by definition of M, Z € M. For (ii) we simply have
0(A) < (AU Z) < 0(A) +0(Z) = 0(A), where the left-hand inequality is
from the monotonicity of # and the right-hand one is from the subadditivity. For
(iii) we simply apply (i) twice to get §(A) = §(AU B) = §(B). We have used
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the relation (AU B) \ A € AAB and the monotonicity of #, to deduce that
0((AUB)\ A) =0.

Finally, for (iv), let G € M and suppose that (GAH) = 0. Then for any
subset £ of X we have (ENG)A(ENH) C GAH and it follows that 8((E N
G)A(ENH))=0. Therefore §(ENG) = 0(E N H) by (iii). Similarly we have
O(ENG®) =0(ENH°. Since §(F) = 0(ENG) + 0(E NG, it now follows
that 0(E) = 0(ENH) + 0(E N H). Since E is an arbitrary subset of X we see
that H € M. That completes the proof of (iv). [

COROLLARY 20 The Lebesgue o-field £ on R is complete.

Proposition 19 allows us to reconcile the approach that we have taken to mea-
sure theory in these notes and an approach that used to be used many years ago
but has fallen out of favour as being unnecessarily complicated. To illustrate, let
i be a measure on a o-field F of subsets of X and suppose that u(X) < co. We
now define as before the outer measure p*

p(A) = inf Y l(4y)

where the infimum is taken over all possible sequences of sets A; € F such that
A C U2, Aj. We can also define an inner measure j, by

pa(A) = p(X) — p* (X \ A).

We don't say here precisely what an inner measure is, we leave that to your
imagination. We will denote by v the restriction of y* to M. We know that v is a
measure on M.

Let A be an arbitrary subset of X. It is easy to see, from the definition of
the infimum that given € > 0 there exists a set B € M such that A C B and
v(B) < p*(A) + e. Here in fact the set B is just a set [J;2, A; taken from the
situation defining the infimum. Now taking a sequence of ¢ decreasing to zero,
we get A C By and v(By) < p*(A) + ¢, and taking B = (,—, B, we find
B e M, AC Band u*(A) = v(B). In some sense, this justifies the term outer
measure, because we have found a measurable subset B of X containing A with
its measure equal to the outer measure of A.

Now repeat all this argument on X \ A. We will come up with a subset C
in M with C C A and v(C) = p.(A). Now if A € M then we can apply the
“cookie cutter” to the whole space

pr(A) + (X \A) = (X NA) + p7 (X 0 A%) = i (X) = p(X) < oo
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and evidently p,(A) = p*(A). It is the converse statement in which we are
interested. If i, (A) = p*(A) then in fact

v(C) = 1(A) = p*(A) = v(B)

and since we are working in a finite measure space, v(B \ C) = 0. It now follows
from Proposition 19 and the completeness of M that A\ C'is in M and hence A
is in M. So, the p*-measurable sets are precisely those for which the inner and
outer measures coincide.

1.9 Approximating sets in Lebesgue measure

In this section, we come back to the specific topic of Lebesgue measure. We have a
concept of Lebesgue measurable set which is really very hard to grasp. So we need
a way of knowing that a Lebesgue measurable set is not too bad. The way that we
do this is to show that it can be approximated by nice sets. The approximation is
carried out in terms of sets of small measure. Later on in these notes, we will look
at this same topic in a more general light.

THEOREM 21  Let E € L and let e > 0.

(i) Then there exists U open in R such that U 2O E andv(U \ F) < e.
(i) Then there exists C' closed in R such that C C E andv(E \ C) < e.

Proof. Let us assume to start with that £ is bounded. Now by definition
v(B) = i (B) = int{>_ u(F): E € | J F), Fy € Fh.
j=1 j=1

Now, each F} is a finite union of intervals closed on the left and open on the right.
We might as well assume that in fact each Fj is a single such interval. So, given
e > 0, we have such intervals F}; with

e}

S u(F) < v(E) +¢/2
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If F; = [a;,b;], we define U; =Ja; — 2777 ¢, b;] a slightly larger open interval.
Then clearly F C (J;2, Uj and 37, pu(U;) < v(E) +e Sonow U = |2, U
is open and it is clear that v(U) < 3%, u(U;) < v(E) + €. Finally, and this is a
key point, since £ is bounded, v(E) < oo and we can deduce that v(U \ E) < e.

In the case that F is unbounded, for each k£ € N, we find an open set V;, D
E N [k, k] such that v(Vi \ (E N [—k,k])) < 27" e Let V = [J;~, Vi. Then
V is again an open subset of R and

y(V\E)zu(U(Vk\E)>gZy(Vk\E v (Vk\ (EN| k,k])><e

k k

Furthermore, if z € E, then find & € N such that |z| < k,sox € EN[—k, k] C
Vi C V. Thatis £ C V. This completes the proof of (i).
To prove (ii) we simply apply (i) to R \ E. |

As a corollary, we can establish the so called regularity of Lebesgue measure.
For reasons that may eventually become clear, we approximate from the inside
with compact subsets of R rather than closed subsets.

COROLLARY 22 LetFE e L.
) v(F) =inf{v(U);U open 2 E}.

(i) v(F) =sup{v(K); K compact C E}.

Proof. (i) is an immediate consequence of Theorem 21. Also it is clear that
v(E) = sup{v(K); K closed C E}. So, all that really needs to be shown here
is that if C'is closed, then we have v(C) = sup{v(K); K compact C C}. To
see this, we set K,, = C'N [—n,n]. Then K, is closed (intersection of two closed
sets) and bounded and hence, by the Heine—Borel Theorem, it is compact. But
v(C) = sup,, v(K,), since K, are increasing and have union C. n

Another corollary can now be established. The proof is an exercise.

COROLLARY 23 The completion of the Borel o-field Br on the real line with
respect to the (restriction of) Lebesgue measure is the Lebesgue o-field .
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1.10 A non-measurable set

Here is the simplest way of constructing a non-measurable subset of R. Consider
the cosets a + Q of the rational numbers in R. Each such coset meets the interval
[0,1]. This is simply because for every real number a, the interval [—a, 1 — d]
meets Q. So, from each coset a+@Q pick an element z(a) € [0, 1] and let £ be the
totality of all such elements. The key observation is that if ¢; and g, are distinct
rational numbers, then ¢; + E and ¢, + E are disjoint sets. To see why, suppose
that ¢; + z(a1) = ¢2 + x(az). Then Q + z(a1) = Q + x(az2) and so x(a;) and
x(az) lie in the same coset of Q in R. But we chose just one element from each
coset, so it must be that x(a;) = x(az) and therefore ¢; = ¢2, contradicting the
fact that ¢; # g2. Now if v(E) > 0 we can get a contradiction as follows. We
clearly have
U @+E) <2
q€QN[o,1]

and the sets in the union are disjoint. Each has the same measure as E because
v is translation invariant. Since there are infinitely many points in Q N [0, 1], we
have a contradiction. We are forced to conclude that v(E) = 0. But this is no
good either, because

R=|]J(g+E) (1.11)
q€Q
effectively forcing R to have zero measure. This contradiction forces us to con-
clude that E ¢ L£. With a little bit more effort we can show the following.

PROPOSITION 24 Let A C R be a measurable subset of R with v(A) > 0.
Then there exists B C A with B non-measurable.

Proof. Suppose not. We will demonstrate a contradiction. So, A is a set of
positive measure, every subset of which is measurable. Now, we have A =
U,ez([n,n+1]NA). Choose one of the subsets [n, n + 1] N A which has positive
measure — they cannot all have zero measure. Then it will suffice to work with
[n,n + 1] N A replacing A. So, after translating we can assume without loss of
generality that A C [0, 1].

Now, with E as above, let A, = AN(¢+ E) for ¢ € Q a fixed rational number.
By hypothesis, A, is measurable. We now have

U +4)co?]

reQn[o,1]
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and once again, the r + A, are disjoint as r varies over Q N [0, 1]. This is because
r+A, C (r+q)+E. Since the sets r+ A, all have the same measure, we conclude
as above that (4,) = 0. But now, unfreezing ¢ € Q, we have A = {J .4 44,
by (1.11). It follows that ¥(A) = 0 contradicting the fact that A has positive
measure. [ ]

COROLLARY 25  There is a subset of R which is Lebesgue measurable but not
Borel.

Proof. We will prove this using the Cantor set. We will in fact use two Cantor
sets K; and K,. The first of these is the regular Cantor Ternary set based on
[—1,1]. We can write

2 o0
K= {5 w3 w e {11}, k=0.1,2,...}.
k=0

The second Cantor set will be constructed with a variable ratio of dissection. At
the first step, the interval [—1, 1] is split into two closed subintervals, [—1, 1 — 27|
and [2r9—1, 1]. So the right-hand interval is centred at ry and has length 2(1—7).
We then repeat the decomposition with a different scale based on r;. so, the
extreme right-hand interval at the second step is [rg + (1 — r9)(2r; — 1), 1] etc.
The points of K5 have the form

woro + w1 (1 —ro)r1 +wo(l — 1) (L —7r1)r0 + -+
Now, after removing the first £ 4+ 1 groups of intervals, the total length of the

k
set remaining is 2 H (2(1 — rj)>. If we choose for example r; = 1/2 + 27277,
=0

then 2 H <2(1 — rj)> > 0. So we can arrange that Ky has positive measure. On
7=0

the other hand, K; which is built with r; = 2/3 forall j = 0,1,2,.. ., has zero
measure. Nevertheless, the two sets can be put into one-to-one correspondence
using the omegas and the mappings involved are continuous in both directions.
Let us denote this correspondence o : Ko — Kj.

If you believe all this, then we are practically done. Since K has positive
Lebesgue measure, it must contain a subset £ which is not Lebesgue measurable.

31



If E is not Lebesgue measurable, then it is certainly not Borel. But now con-
sider o(E) which is a subset of K. Since « is continuous in both directions,
it preserves open subsets and hence also Borel subsets. Being a Borel subset is a
topological property! We conclude that «(F) is not Borel. But K is a closed set
of zero Lebesgue measure and therefore every subset of K for example o(F) is
necessarily Lebesgue measurable. |
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2

Integration over Measure Spaces

2.1 Measurable functions

So, in this section we have a o-field F of subsets of X and a measure p on F.
The first task is to integrate nonnegative simple functions. We need the concept
of measurability .

DEFINITION

(i) Let f : X — Y where Y is a metric space. Then f is measurable (as a
mapping from (X, F) to (Y, dy)) iff f~1(U) € F for every open subset U
ofY.

(i) Let f: X — Y where (Y,G) is a measurable space (this just means that
G isao-fieldonY). Then f is measurable (as a mapping from (X, F) to
(Y,G)) iff f~Y(G) € F for every subset G € G.

[t is easy to prove that if f is measurable as a mapping from (X, F) to (Y, dy),
then f is measurable as a mapping from (X, F) to (Y, By ), where By denotes the
Borel o-field of Y. So, we can if we wish interpret (i) above as a special case of
(ii). Another special case of the above situation is when both X and Y are metric
spaces. Then we understand the statement that f : X — Y is a Borel function as
the statement that f is measurable with respect to the measurable spaces (X, Bx)
and (Y, By).

We need some results that will allow us to build combinations of measurable
functions.
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PROPOSITION 26 Let (X, F) be a measurable space and let Y1, Y, be separable
metric spaces. Let f; : X — Y, be F-measurable functions for j = 1,2. Define
a new function f : X — Y; x Y3 by

f(x) = (fi(2), fa(2)-

Then f is also F -measurable.

Proof. We take the product metric on Y; X Y5. Let U be an open subset of Y7 x Y.
Then, according to Theorem 29 in the notes for MATH 354, U can be written as
a countable union of open balls. But, in the product metric, open balls are just
products of open balls, so we may write

D <UY1 Y15,t5) %X Uy, (2,5, 1, ))
and it follows that
@ ( (Ui (v, ) N fy (UYQ(yzmtj)))
which is clearly in F because both f; and f, are measurable. n

COROLLARY 27 Let (X, F) be a measurable space and let Y1, Ys be separable
metric spaces. Let f; : X — Y; be F-measurable functions for j = 1,2. Let Y’
be a metric space and suppose that o : Yy X Yo — Y is a borel mapping. Define
a new functiong : X — Y by

g(x) = a(fi(x), fa(x)).

Then g is also measurable. In particular, sums and products of measurable real-
valued functions are measurable.

LEMMA 28  The o-field generated by the sets |a, 00| as a runs through R is the
Borel field Br of R.
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Proof. Let C denote the o-field generated by the sets Ja,c0[. We clearly have

Ja, 0o[°=] — 00, a, so for every b € R we have | — 00, b] € C. Now we can also
write -
] —OO,b[: U] —OO,b—Q_n]
n=1
s0, ] — 00, b[e C for every b € R. It now follows that every bounded open interval

la, b[=]a, 0o][N] — 00, bl€ C. Thus, in fact all open intervals, bounded or not are in
C and hence, all open sets. Therefore C contains all borel sets. Obviously C C Bg,
so the two o-fields are equal. |

COROLLARY 29  Suppose that for each n € N, f,, is a measurable real-valued
mapping. Then so is [ = sup;; fu.

Proof. 'We first observe that

Lo (st 50) > o} = Uit > ).

n=1
This means that the set on the left is measurable for every a € R. But, it is clear
that o (f71(A)) = {f~'(B); B € 0(A)}. We apply this with f = sup®®, f,, and
A the collection of intervals of the form ]a, ool. It tells that f~!(B) is measurable
for every Borel subset B of R. |

Obviously, the same argument also works for infima. So it will also follow that
limsup f,, = inf,, sup;®, . f, is a measurable function if all of the f,, are. The
same result also holds for liminfs. This means in particular, that a pointwise limit
of measurable functions is measurable.

2.2  More on Measurable Functions*

We can extend this result to a more general context with the following lemma.

LEMMA 30  Let Z be a separable metric space, and U a nonempty open subset
of Z. Then there is a sequence (z,)72; of points of Z and dy, > 0 such that

o0

U B(zg,0,) CU C | JU(2k,0k) 2.1)
k=1 k=1

where we have denoted B(z,6) = {w € Z;d(z,w) < 6} and U(z,d) = {w €
Z;d(z,w) < ¢}. In fact, the inclusions in (2.1) are equalities.
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THEOREM 31  Let Z be a separable metric space and (X, M) a measurable
space. Let f,, : X — Z be M-measurable functions and let f,, — f pointwise

where f : X — Z. Then f is M-measurable.

Proof. We claim that for every z € Z and every d > 0, there exists a set M € M
such that

FHU(2,0)) €M C fH(B(z,9)). 2.2)

To do this, we simply set M = ﬂ U {z;d(fn(x),2) < 6}. This is the set of all
m=1n=m

x such that d(f,(z),z) < ¢ holds for infinitely many n. With this formulation,
and using the pointwise convergence of fn to f we have that (2.2) holds. (We

could equally well have taken M = U ﬂ {z;d(f.(x),z) < ¢} which is the set

m=1n=m

of all z such that d(f,(x), z) < ¢ holds for all sufficiently large n i.e. eventually).
With the claim proved, we now apply Lemma 30. For each k we can find
M;, € M such that
SN Uz, 61)) © My © f7H(B (2, 01))-

and now we have for any nonempty open U in Z

c|Jr i) <l M U Bz, 0r)) € fHU)

so that f~1(U) = U~ My, € M. n

2.3 The Lebesgue Integral — first steps

A measurable simple function f : X — [0, 00| is a function between the above
spaces which is measurable and takes only finitely many values sq,...,s,. We
set A; = f71({s;}). These are disjoint sets and their union is X. We can then

succinctly write
n
f=2 sl
=1
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This will be called the regimented form — the s; are all distinct, the A; are
disjoint, measurable and nonempty and their union is the whole of X. The key
point here is that the regimented decomposition of f is uniquely determined by

f. We now define
/fdM = sinl4y).
j=1

We use here standard conventions with regard to arithmetic involving co. Our
convention is that 0 - oo = oo - 0 = 0. So, the integral of a function that is
identically zero on a set of infinite measure is zero. The integral of oo times the
indicator function of a null set is also zero.

Now we need to know that the integral has the right properties.

PROPOSITION 32

() If f, g are nonnegative measurable simple functions and if f < g pointwise,
then [ fdu < [ gdp.

(i) If f,, f are nonnegative measurable simple functions and if f,, T f point-
wise, then [ fodu 1 [ fdp.

(iii) If f, g are nonnegative measurable simple functions and a, b € [0, 00|, then
/(af—l—bg)du:a/fd,u—irb/gd,u

We will need the following technical lemma.

LEMMA 33  Let f = ZZL=1 tylp, where By, are disjoint measurable sets, then
[ fdp =370 tep(By).

Proof. Note that we have not required that the union of the By is X. Also some
of the By, may be empty and the numbers ¢;, may not be distinct. Whenever a By,
is empty, we omit that value of k£ and renumber the remaining By. If the union
of the By, is not X, we include a new B, 11 = X \ U, By, set t,41 = 0 and
replace m by m + 1. Neither of these operations affects the truth of the Lemma.
Recall that 0 - co = 0, so that even if a newly created B has infinite measure, the
lemma remains unaffected.
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Thus we may assume that By, are nonempty and disjoint for £ = 1,...,m
and that their union is X. On By, the function f takes the value ¢, which must
therefore be one of the s;. So, we haveamap o : {1,2,...,m} — {1,2,...,n}
such that t; = sq). The set where f takes the value s; is then A; and also
Ueak)=; Br, so these sets must be equal.

/fd# = Z si(A;) = Z Sj Z (B Z Z tk# (Br) = ZtkM(Bk)
j=1 =1 a(k)=j k=1

J=1 a(k

This completes the proof. |

Proof of Proposition 32.  Letus write f = 37, s;14,, 9 = >4~ t;1p, both in
regimented form. We can write now 14, = ZZL:1 14,5, and therefore, we can

write
n n m
f:ZSj]lA]. :ZS]ZHA NB, — ZZSjHAijk
j=1

j=1 j=1 k=1

The A; N By, are disjoint subsets, but p0551bly empty. We can write in the same

way
g= Z tpllp, = Z 7% Z 1a,nB, = Z ZtklAijk
k=1 =1 j—1

j=1 k=1

So, according to Lemma 33

[ fn- SN slA, 0 By). Jodn =323 tnta; 0 B 23

7=1 k=1 7=1 k=1

n

Now, for each pair (j, k) there are two cases. Either A; N By, = ) in which case
p(A; N By) = 0 or, there exists x € A; N By,. In the second case s; = f(z) <
g(x) = t. So, it follows from (2.3) that [ fdu < [ gdu by comparing the
expansions term by term. This completes the proof of (i).

Next we turn to (iii), which we prove in the same manner. We find

af + bg = Z Z(CLSJ‘ + btk>1AjﬂBk

j=1 k=1

so that

n m

/(af+bgdu:ZZasj+btk 1(A; N By) = /fdu+b/gdu

=1 k=1
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from (2.3) and manipulative algebra. That completes the proof of (iii).

Now (ii) is much harder and we first tackle the special case f = t1p, where
t € [0,00] and B is a measurable set. We are supposing that f,, are nonnegative
measurable simple functions and that f,, T ¢t1p pointwise. If t = 0, then f,, =0
for all n and the result is obvious. We can assume therefore that ¢ > 0. Now, let
0 < r < t and think of 7 as being close to t. Let B,, = {x; f,(x) > r}. Then
B,, increases with n because the f,, are increasing. Also B,, C B for otherwise
find z € B, \ B and we have 0 = tlg(z) > f.(x) > r > 0. Now for each
x € B, eventually we will have f,(z) > r for otherwise sup,, f,(z) <r <t =
sup,, f»(z). In other words J,, B, = B, and it follows that sup,, pu(B,,) = (B).

Since f, < tlp, it follows from (i) that [ f,du < tu(B) and therefore that
sup,, [ fudp < tu(B). This is the “easy” inequality. To get the “hard” one, we
observe that [ f.,du > ru(B,) since f > rlp, and on taking sups we find
sup,, [ fadp > rsup u(B,) = ru(B). Since r can be taken as close to t as we
like (or arbitrarily large if ¢ = 0o), we get sup,, [ fndp > tu(B). This settles the
special case f =tlp.

For the general case, we write f = 3 7 s;1 4, in regimented form. Now
fn T f, so it follows (for each j fixed) that f,14; T f14;, = s;14;. Thus, by the
special case we have that [ f,14,du T s;u(A;). Finally, by applying an induction
to extend (iii) we can deduce

[ o= | ifnmjdu - i [ fotaaut isju(A» ~ [ tau

and the proof is complete. ]
We now extend the definition of the integral to nonnegative measurable func-

tions.

DEFINITION — Let f : X — [0, oo] be measurable with respect to a o-field F of
subsets of X. Let j be a measure on (X, F). Then we define

/ fdu = sup / sdy
0<s<f
s simple measurable

If f is itself a nonnegative measurable simple function, then it follows imme-
diately from Proposition 32 (ii) that the “old” and “new” definitions agree.
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LEMMA 34  Foralln =1,2,...and x € [0, o] define

B, (z) = {Q”LQ”xJ if0 <z <mn,

n ifz > n.
Then
e 3, :[0,00] — [0, 00| is a Borel mapping.
o (3, takes only finitely many values.

e (,(x) T x forallx € [0, 00] as n increases to oc.

Proof. The first two assertions are fairly obvious. For the third, there are two
cases. If x < o0, then eventually, x < n so that the first definition applies. In that
case, 0 <z — B,(z) = 27"(2"z — [2"z]) < 27™. On the other hand, if x = o0,
then f3,,(z) = n and we are also done! n

The next step is to extend Proposition 32 to the case of nonnegative measur-
able functions.

THEOREM 35

(i) If f, g are nonnegative measurable functions and if f < g pointwise, then
J fdu < [ gdp.

(i) If f,, f are nonnegative measurable functions and if f,, T f pointwise, then

[ fadp 1 [ fdp.

(iti) If f, g are nonnegative measurable functions and a, b € [0, 00|, then
/(af—l—bg)d,u:a/fd,u—kb/gd,u

Item (ii) in Theorem 35 is called the Monotone Convergence Theorem.

Proof. (i) follows immediately from the definition and Proposition 32 (i). Now
for (ii). By (i) we have [ f,du < [ fduso thatsup,, [ fudp < [ fdu The danger
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is that sup,, [ fudp < [ fdu. In that case, there will exist a simple measurable
function s with 0 < s < f such that already

sup/fnd,u < /Sd,u. (2.4)

Unfortunately, s may take oo as a value, so we need to be quite careful. Let
sp(x) = n—: min(s(x),n). Then s, is a bounded simple function increasing to
n

sand s,(z) < s(z) unless s(z) = 0. So [ spdp 1 [ sdu using Proposition 32 (ii).
Replacing the s in (2.4) by a suitable s,,, we can assume without loss of generality
that (2.4) holds for a simple measurable function s satisfying 0 < s(z) < f(x)
and s(x) < f(x) whenever f(z) > 0. We define E,, = {z; f.(x) > s(x)},
increasing measurable sets with union X. (To see that £, T X, observe first that
if f(x) = 0 then f,(z) = s(z) = 0 and z € E, for all n. On the other hand, if
f(z) > 0then s(z) < f(x) and f,(z) T f(z). We now have

/ fndp > / g, fodp > / g, sdp 1 / sdp

using Proposition 32 (ii). So sup,, [ f.dp > [ sdu. The proof of (i) is complete.

Finally, for (iii) it will suffice to show that if f is a nonnegative measurable
function, we can find f,, nonnegative measurable simple functions with f,, T f.
We will then be able to approximate g in the same way and we will have af, +
bg, T af + bg. So, applying Proposition 32 (iii) to get

/(afn + bgy,)dp = a/fndu + b/gnd,u

and passing to the limit as n — oo we have the desired result. To prove the
claim, we take f,, = 3, o f, where (3, is defined as in Lemma 34. [

The following lemma describe the Tchebychev Inequality.

LEMMA 36  Let f be a nonnegative measurable function and 0 < t < o0 a
scalar. Then

u({fv;f(:r) > t}> < t‘l/fdu.
Also, if [ fdu =0, then f =0 p-a.e.
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Proof.

Let By = {z; f(x) > t}. Clearly, t1g, < f. So we have [tlg,du < [ fdu.
Effectively that gives us u(E;) = ¢~ [ fdu. For the last assertion, we have for
every t > 0, that u(E;) = 0. But {z; f(z) > 0} = U~ Eo-+ and so {z; f(z) >
0} is a p-null set. n

2.4 The Lebesgue Integral for real and complex valued functions

So far, we have defined the Lebesgue integral of a nonnegative function. We now
look at the same issue for functions that are real-valued or complex-valued. The
key point is that we only define the integral if

/!fldu < o0

where of course, since | f| is a nonnegative function, the integral [ |f|du is per-
fectly well defined. Functions that have this property are call integrable , ab-
solutely integrable , summable or absolutely summable .

Let us start with a real-valued function f. We write

_ [ [(@) il f(z) >0, _[—f(@) il f(z) <0,
fela) = {O otherwise. and f-@) = {0 otherwise.

In this way, we see that fy > 0, f- > 0and f = f; — f-. Now, it is clear that
f+ <|f], so by Theorem 35, (i), we have

[ ez [ 1fidn < oc

Therefore, the difference [ fidu — [ f_du is meaningful (it is not of the form
00 — 00) and we define | fdu to be this quantity. We need to see that this integral
behaves as it should.

THEOREM 37  Let f, g be real-valued measurable functions such that [ | f|dp <
oo and [ |g|dp < oo. Let a,b € R. Then we have

@ [laf +bgldu < lal [ |fldu+ bl [ lgldn < oco.
i) [(af +bg)dp=a [ fdu+0b [ gdp.
(i) |[ fdu| < [1f|dp.

42



(iv) Ifalso f < g pointwise, then [ fdu < [ gdp.

Proof. The first statement is easy because 0 < |af + bg| < |a||f| + |b||g|. We
simply apply part (iii) of Theorem 35. This shows that the integral on the left-hand
side of (ii) exists. For (ii), we split the statement up into two separate problems.

Let us show first that
/afdu = a/fdu. (2.5)

If @ = 0 this is obvious. If @ = —1, then it boils down to

Jenan= [=rrdu— [ndu= [(ran— [t =— [ sau

so this leaves the case a > 0. But that case is easy, for then (af)+ = a(f+) and
(2.5) follows straightforwardly from Theorem 35 part (iii). This leaves us to show

that
/(f+g)du= /fdwr/gdu (2.6)

Let us denote h = f + g. Then we have h, —h_ = f, — f_ 4+ g, — g_ and
it follows that Ay + f- +g_ = h_ 4+ f, + g, and it follows from an extended
version of Theorem 35 part (iii) that

s (i 01 = s +f (24 (00w @1

which is, after rearranging the terms precisely (2.6). Note that all the terms in
(2.7) are finite so that there is no problem in subtracting off infinity from infinity.
Now for (iii), we see that | [ fdj| is one or other of the quantities [ f,du— [ f-du
or [ fap — [ frdp. But, both of these are bounded above by [ | f|dp.

Now for (iv) let h = g — f > 0 pointwise. So f hdp > 0. Now apply (ii) with
a = —1and b =1 to get the desired conclusion. |

We now extend the definition of the integral to complex-valued measurable
functions in the obvious way. We insist that [ |f]du < oo and then since [Rf| <
|fland |3 f| < |f|, we have that [ |Rf|du < oo and [ |Sf|dp < oo allowing us

to define
/fduz/?)?fd,unLi/Sfdu

We then have the expected theorem.
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THEOREM 38  Let f, g be complex-valued measurable functions satistying the
conditions [ |f|dp < oo and [ |g|du < co. Let a,b € C. Then we have

@ [laf +bgldu < lal [ |fldu+ 0] [ 1gldn < oo.
() [(af +dg)du=a [ fdu+Db [ gdpu.
GiD) | [ fdp| < [1f]dp.

We leave the proof of (i) and (ii) to the reader.

Proof of (iii).  1f [ fdu = 0, then we are done. Otherwise, we can write [ fdu =
rw with r > 0 and |w| = 1. Now we have Rwf < |[wf| = |f| pointwise so that

[ #erins [ \fian

But [Rwfdy =R [Wfdu=Rw [ fdu = wrw =r = | [ fdu| and the proof is
complete. |

2.5 Interchanging limits and integrals

Here we discuss integrals of limits. With the Riemann Integral, there is very little
that one can say. The definition of the Lebesgue integral allows some much more
powerful theorems to be proved. Let us start by recalling Item (ii) in Theorem 35.

THEOREM 39 (MONOTONE CONVERGENCE THEOREM) If f,,, f are nonnega-
tive measurable functions and if f, 1 f pointwise, then [ fodu 1 [ fdu.

It should be remarked that we can relax the pointwise convergence assump-
tion in this and all other convergence theorems in the following way. A property
is said to hold almost everywhere if it holds on the set X \ N where X is the
whole ambient space and N is a null set. If there is possible confusion over the
measure (4 that is being used to check the nullness of IV, we will use the term
p-almost everywhere . Actually, these are normally abbreviated to a.e. or u-a.e..
The probabilists use a.s. meaning almost surely in the context of a probability
measure. So, the statement f,, — f a.e. means that there exists a null set N
such that f,, — f on X \ N. We could then redefine f,, and f to be zero on N
and this change would not affect the values of [ f,dp or [ fdu. For the redefined
sequence and limit function, we do have pointwise convergence everywhere and
so the Monotone Convergence Theorem applies.

The next step is the following intermediate result.
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LEMMA 40 (FATOU’S LEMMA) Let f,, be nonnegative measurable functions.
Then

/lim inf f,du < lim inf/fnd,u

The liminf on the left is taken over the sequence (f,(z)) for every x € X,
while the one on the right is just the lim inf of a sequence of real numbers.

Proof. The definition of the liminf is liminf, . fn(x) = sup, inf,,>, fi ().
So, letus set g, (x) = inf,,>, fm(z). Note that g,, is measurable by the same meth-
ods used to show Corollary 29. Now, g, T liminf, . f,, so by the Monotone
Convergence Theorem we have

/gnd,u T /liminf fndpt.

But, we clearly have g, (z) < f,(x) pointwise and therefore
/lim inf f,dyp = liminf / gndp < liminf / fndp
This completes the proof. |
Of course there can be strict inequality in Fatou’s Lemma. It suffices to take

L qo(x) ifnisodd,
Ful2) :{ -1.0(()

Tpaf(z) ifniseven.

Then liminf,, . fn(z) = 0 forall z, but [ f,dpu =1 for all n.
These results apply only to nonnegative functions, so we need something that
will work for signed functions or for complex valued functions.

THEOREM 41 (DOMINATED CONVERGENCE THEOREM) Let f,, be a sequence
of measurable functions and suppose that f,, — f pointwise. Further suppose
that there is a (nonnegative) function g such that |f,| < g pointwise for every
n € N. If [ gdu < oo, then necessarily

/fndu%—o;/fdu. (2.8)
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Proof. Obviously |f| < g, so we have |f — f.| < |f] + |fa] < 2¢ pointwise. Let
hn =29 —|f — fu| > 0 and apply Fatou’s Lemma. This gives

/2ng = /hg@gf (29 —|f = fn|>d/t
< liminf/Zg— |f = fuldp
= [ 20 —tmsup [ 17~ foldn

the last step using part (ii) of Theorem 37. Because [ 2gdu < oo, we can deduce
that [ |f — fuldu — 0asn — oco. So, (2.8) also holds. n

EXAMPLE ~ We look at some examples of the Dominated Convergence Theorem
in action. We'll assume here that we can evaluate Lebesgue integrals as Riemann

integrals. Consider
T\, (T
folz) = (1 + —) sin (—)
n n
on [0, oo[. The pointwise limit of f,,(x) is zero, because (1 + E) e "and
n

sin <£> — 0. But we need to bound f,, somehow to satisfy the hypotheses of
n

the Dominated Convergence Theorem. We use two fairly basic facts
x
 (2)]
n

2 n
<1+3> g(uf) n>212>0
2 n

and

The second of these can be proved by observing from the Binomial Theorem that
the right-hand member is increasing with n. Together, these inequalities tell us
that | f,,(x)| < g(z) for n > 2 where

o= (1+3)°

But fooo g(x)dx = 2 and we can apply the Dominated Convergence Theorem. The

conclusion is that
/ <1+£>7 sin <£> dx — 0.
0 n n n— 00
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Note that in this example, [ ]fi(z)|dz = oo. It is therefore essential to throw
away the first term of the sequence. In the Lebesgue theory, [ fi(z)dx is not
even defined. In the Riemann theory, it has to be treated as an indefinite integral.
a

1 + na?
L{oy(z) as n — oo. We also have 1 + nz® < (1 + z*)" so that for all n and ,
| fu(z) < 1. So, the Dominated Convergence Theorem applies and

EXAMPLE  Let f,(x) = n [0,1]. Then it is evident that f,(x) —

b1+ na?
/o 1+ 22y dx—>/ 1oy (z)dx = 0.
O
— nsin (X 2\ _
EXAMPLE  Let f,(x) = nsin <n> ( (1+=z )) gp( ) (1+2%)7*, on the
sin(x)

set [0,00[. We have denoted p(z) = . Note that |¢(x)] < 1 and that

J,S(1+2?)"'da < oo. So, by the Dominated Convergence Theorem, we deduce
/ > <£L‘> dx / > dx T
n sin _ =—.
0 z(1 4 2?) o l+a? 2

o0

O

EXAMPLE  The final example is lim n

n—oo [, 1+ n2x?

Riemann theory and a change of variables, it is easy to see that the value of the

dzr for a > 0. Using the

limitis O if a > 0 and = if a = 0. What happens if we try to use convergence

theorems without using a change of variables? Well

n
fa(z) = o ool foy().
1
Is the convergence dominated? If z > 1 then f,,(z) decreases with n, so g
x

is an upper bound in this range. If 0 < 2 < 1, then it can be shown that

1 1

— < - _ 2.

1 S8 fale) < o 2.9)

Thus, if a > 0, the Dominated Convergence Theorem can be successfully applied
and if @ = 0, then it cannot be.
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Figure 2.1: The functions f,,. Note that sup,, f,(z) behaves like fi(z) for x > 1,
but like Cx~ ! for 0 < < 1.

To prove (2.9) the right-hand inequality follows from (nz — 1)? > 0. For the
left-hand inequality, we will take n = |z 7! | in the sup. Then we have n > 1 and
we can write z = (n +t)~! where 0 <t < 1. It is then necessary to show that

n+t< n

4 1 + (nzft)2

which boils down to 2n? + 2nt + t* < 4n? + 4nt. This last inequality is satisfied
because 2n? + 2 < 2n? + 1 < 4n? and since 2nt < 4nt. O
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2.6 Riemann and Lebesgue Integrals

In the last section we used the Riemann theory of integration to compute our
integrals. We start this section by justifying that.

THEOREM 42 Let f be Riemann Integrable on [a, b]. Then, f is Lebesgue mea-
surable on |a, b] and the Riemann and Lebesgue integrals agree.

Note that it is false in general that a Riemann integrable function is Borel.
Let K be the Cantor Ternary set in [0, 1] and let S C K be a subset that is not
Borel. Then 1 is Riemann integrable, but it is not a Borel function. We should
also observe that there is a theorem of Lebesgue which characterizes Riemann
integrable functions completely. We will not prove this theorem here.

THEOREM 43 A bounded function f on |a,b] is Riemann integrable on [a, b]
if and only if the set of points where f fails to be continuous has zero Lebesgue
measure.

Proof of Theorem 42.  Without loss of generality, we can assume that ¢ = 0 and
that b = 1. Now we apply Theorem 71 from the notes from MATH 255. This
implies that we can work with dyadic subintervals of [0, 1]. So, let us define

go(x) =if{f(x); k27" <z < (k+1)27"}for k27" <z < (k+1)27"
and
ho(x) =sup{f(z); k2" <ax < (k+1)27"}fork2" <z < (k+1)27"

for each integer k£ with 0 < k < 2™. The quantities g,,(1) and h, (1) not defined
by the above equations can be defined to make g,, and h,, to be continuous on the
left at 1. Now, we clearly have

gn(z) < f(2) < hy(2)

for all z € [0, 1]. Furthermore the Riemann and Lebesgue integrals of g,, and h,,
are easily seen to agree. The content of Theorem 71 is that

/Olgn(x)dx 7 /Olf(a:)dx and /01 h(x)dz | /Olf(x)dx
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as n — 00. (The notation fol f(z)dz here is for the Riemann integral.) In
fact, g, is an increasing sequence of Lebesgue measurable functions and h,, is
a decreasing such sequence. Of course Riemann integrable functions have to be
bounded, so the functions g, and h,, are uniformly bounded. Now, let ¢ = sup g,
and h = inf h,,, then, from the Dominated Convergence Theorem, we find that
fol(h —g)(x)dx = 0and h > g. So g and h agree except on a null set. We also
have h < f < g and this is enough to show that f agrees with both ¢g and A
except on a null set. Hence f is Lebesgue measurable because g (or h) is. Again
by Dominated Convergence, the Riemann and Lebesgue integrals coincide. |
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3

LP spaces

The L? spaces are spaces of measurable functions on a measure space (X, M, ).
Well, that’s not entirely correct. For instance the space L'(X, M, i) is the space
of “functions” such that [ |f|dp < oo and we take || f|l1 = [ |f]dp < oo as the
norm. It is easy to check all the standard inequalities and equalities for || - ||
to be a norm with one exception. If ||f||; = 0, then we can only deduce that
f =0 p-a.e. and that’s different from f being identically zero. So we introduce an
equivalence relation. Two functions f and g are viewed as being equivalent if and
only if f = g p-a.e. or more precisely if and only if u({z; f(x) # g(z)}) = 0.
It’s easy to see that this defines an equivalence relation and the equivalence classes
are effectively functions defined up to a u-null set. The elements of L'(X, M, p)
are then strictly speaking equivalence classes of functions rather than functions,
and then || - ||; actually defines a norm. If f is such an equivalence class, and
f is a function in that equivalence class, f is called a version of f. We define
LP(X, M, p) for all values of p with 1 < p < oo. It consists of all equivalence
classes of functions such that the p-norm is finite, the p-norm being given by

1l = { / Ifl”du}p- 6.1

for1 <p < oo. We'll define the infinity norm later. It's obvious that (3.1) actually
defines a norm except for the subadditivity, which we’ll verify eventually.

To define the infinity norm, we need a new concept called the essential supre-
mum. We can define this by

esssup f(z) = inf{M; f(z) < M, p—ae.}.
zeX
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This notion depends of course upon the measure. If there is possible confusion,
we would use the notation p-ess sup. The infimum defining the ess sup is actually
attained. If ess sup f = oo, then there is nothing to show, if on the other hand, it
is finite, then there is a sequence M}, decreasing to ess sup f such that f < M
p-a.e. But then

{o:f(2) > esssup £} € | s flo) > My,

The right hand side is a countable union of p-null sets and hence p-null. So
actually f(z) < esssup f p-ae. Of course, one can also define the essential
infimum in the same way.

Now we define the infinity norm by

1flloc = ess sup | f(z)].
zeX

It’s clear that functions that are equal almost everywhere have the same infinity
norm. Its also clear that if ||f||oc < oo, then f has a version g that is actually
bounded and indeed such that sup |g(z)| = ess sup | f|. It’s easy to show that the
infinity norm is in fact a norm.
One can also define || ||, if 0 < p < 1, but it’s not a norm. The would be unit
ball { f; ]| f]l, < 1} isno longer convex (except under really trivial circumstances).
In the p > 1 case, there’s a very important concept called the conjugate index.

We define p’ = Ll We have 1’ = 00, 2’ = 2 and oo’ = 1. As p increases, p/

decreases.

THEOREM 44 (HOLDER’S INEQUALITY) Let1 < p < oo. Then

' / fgdu‘ < 1F1lllgll

provided that the right hand side is finite.

Proof. If p = 1 or p = oo, then the result is straightforward. We will assume
that 1 < p < o0, so that also 1 < p' < oo. It will be enough to show that
[ 1fgldi < |1 fllpllglly- So, without loss of generality, f and g are nonnegative
functions and we need to show

Jows{[ra} {7}
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We can assume that the right hand side is finite. Also, after renormalizing, we can
assume that
/fpd,u =1 and /gp/du =1
P '

But now, we use the inequality zy < T + y_/ for x,y > 0 to obtain
p p
1 1 / 1 1
/fgduS—/f”du+—,/gpdu=—+—,=1
p p b p
and we are done. n

COROLLARY 45 (MINKOWSKI’S INEQUALITY) Let1 < p < oco. Then

1+ gllp < [1£1lp + llglle

Proof. Again, it’s enough to show the result for nonnegative functions. We now
proceed as follows

/(f + g)Pdp = /(f +9)(f + 9P dp,

= [ vardn [ o7 + 97 n

1
7

< { / fpdu}’l’ { / <f+g><p”p’du}f
+ {/g”du}; {/(erg)(p”p'du},p

by applying Holders inequality to each term,

=

1

< (U1 + ) { [+ van

since (p — 1)p’ = p. Now, if [(f + ¢g)?du = 0, then f and g vanish almost
everywhere and the result is easy. Otherwise [(f + ¢)Pdu > 0 and it is legal to

divide off giving
{Jusarad” < (11,+191,)
as required. |
This Corollary fills the gaps so that we know that || - || is a norm.
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3.1 Completeness of the L” spaces

Next comes the question of completeness. It is easiest to understand this first in
the context of L!. Usually in metric space theory, we use completeness to derive
the Weierstrass M -test.

PROPOSITION 46 Let V' be a complete normed space and let v; be elements of
V for j € N. Suppose that

> vl < oo

j=1

Then the sequence of partial sums (s,,) given by
n
Sp — Z (%
j=1
converges to an element s € V. Furthermore we have the norm estimate
o0
Isllv <~ llosllv. (3.2)
j=1

What we are going to do here is the reverse. We will use the M-test to get at
the completeness of L.

PROPOSITION 47 Let (X, M, 11) be a measure space and let f,, € L*(X, M, 1)
be such that 37, || fulli < oo. Then the series Y - | fn converges in L'.

Proof. 'We have

[e%s) N
/nzl |dp /81]1V1>nz1 |dp
N
= Sl;—fp/;|fn|dﬂ

by the Monotone Convergence Theorem

N
w3 [t
N n=1
— Z/\fnldu < 00 (3.3)
n=1
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This means that N = {z;> ~ |fa(z)] = oo} must be a null set. Or, we
could say that > 7 |f,] < oo almost everywhere. So, for almost all x the
series »_>° | fn(x) converges absolutely. Let s(x) be the sum of this series on
N¢ and zero on N. Then s is a measurable function. We clearly have that
1s(z)] < 3207 |fa(x)] and (3.3) shows that [ |s|dp < co. So, sisin L'. It
remains to show that s = >_°° | f,, in L. Let € > 0 and choose M so large that
> menre Ifnllt < €. Then, we have

/ i |fn|du=/sgp i | fldp

n=M+1 n=M+1

N
= s%p/ > A fuldu

n=M+1

by the Monotone Convergence Theorem

N
= sup /!fn|du

n=M+1

= > /|fn|du<e (3.4)

n=M+1

just as before, and it follows from (3.4) that

/’S—nf:lfn du=/]n§j+lfn dué/ni;llfnldué/ S hdn <

n=M+1
for m > M. This asserts that we have convergence in L' norm. |

COROLLARY 48 Let (X, M, ) be a measure space. Then L'(X, M, u) is a
complete normed space.

Proof. 'We exploit the idea of “rapid convergence”. Let ( f,,) be a Cauchy sequence
in L'(X, M, ut). Then, there exists nj, such that
pezm = |h-fill <2 (3.5)

We have (taking p = nj11 and ¢ = ny, in (3.5)) that -7 || fuer, — fall < 00,
so that the series > oo | (fy,., — fn,) converges in L' norm say to a function s.
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Let f = s+ f,,. Then, itis clear that f,, — f ask — oo. Now we go back
to the Cauchy condition to capture the convergence of the original sequence. So,
given € > 0 we find k so large that 27% < ¢/2 and ||f — fn,|| < €¢/2. Then we
find taking ¢ = ny in (3.5) that

D= Ny = ||fp_fnk‘|<€/2:> ||fp_f||<€

thus showing convergence. |

The same proofs work for LP when 1 < p < oo, but the proofs are not as
clean. They involve a few intermediate steps.

PROPOSITION 49 Let (X, M, u) be a measure space, 1 < p < oo and let
fn € LP(X, M, p) be such that > > || fall, < oo. Then the series Y>>, fn

converges in LP.

Proof. 'We have

>l
n=1

< [(s Ifnl) y
= (G)
N p
= /silvp (;Ihl) dp
N p
= Sgp/( 1!]%\) dp

n

Now take pth roots to get

fe’e) N
> fal > 1l

= sup
N

p p

N
sup > [ [ ful ll»
N n=1

)
D I fallly < 00
n=1

IA
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using the extended version of Minkowski’s Inequality. We can now rewrite this as

/ (fj Ifn|>pdﬂ < o0

and it implies as before that >~ | |f,| < oo almost everywhere. So, for almost

all x the series >~ ° | f,(z) converges absolutely. Let s(z) be defined as in the
L' case. Then s is a measurable function satisfying [s(x)| < 307 | fu(x)|. We
see that [ |s|Pdu < oo. So, sisin LP. Let € > 0 and choose M so large that
Yo v I fall, < €. Then, we have, essentially repeating the steps above

o) N
S Afll] =suwll > 1l
n=M+1 p N n=M+1
N
<sup Y [l llp
N n=M+1
o
= D Nl <e
n=M+1
and it follows that
M 00
s — Z fn S Z |fn| <€
n=1 P n=M+1 p
showing that s = Y7 | f,, where convergence is taken in L? norm. ]

COROLLARY 50  Let (X, M, u) be a measure space and 1 < p < oo. Then
LP(X, M, ) is a complete normed space.

The proof is as for Corollary 48 above and we omit it.

PROPOSITION 51 Let (X, M, i) be a measure space, let f, € L*(X, M, )
be such that 3" | || fulloo < 00. Then the series > - | f, converges in L*°.
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COROLLARY 52 Let (X, M, u) be a measure space. Then L*>°(X, M, ) is a
complete normed space.

Proof of the Proposition. ~ 'We simply choose g,, to be a version of f,, which satisfies
SUp [gn| < || fulloo- Then 3207 /0y gnl < 3207 ppga lfnllo for M€ Z7F. We set

s(x) = Y77 gn(x) and the rest of the proof follows by the same methods as
found earlier in this section. n

3.2 L? as an inner product space

The space L? holds a very special position among the LP spaces because it can be
given the structure of an inner product space.

THEOREM 53 The form

(f.9) = / Fodu
defines an inner product on L*(X, M, 1) which is compatible with the L* norm.

The proof is completely straightforward, the key point being that the associated
norm of the inner product is just the L? norm.

. f) = /?fdu =/\f|2du — 1712

A complete inner product space is called a Hilbert space .

3.3 Dense subsets of L?

PROPOSITION 54  [Let1 < p < oo. Then the bounded functions carried on sets
of finite measure are dense in L”.

Proof. There are two separate ideas here. The first is to show how to approximate
a L? function by a bounded function. Let f € L”. Define

_ J f) i f@)] <n,
f”(‘”)_{o if |f(z)] > n.
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Then |f — fu| < |f] for all n € N. In particular, the functions h, = |f —
fnl? < |f|? are dominated by a single integrable function, namely |f|P. Since f
takes finite values almost everywhere, f,, — f almost everywhere and therefore
h, — 0 almost everywhere. Therefore, by the Dominated Convergence Theo-
rem, we find that || f — f,||” = [ hn,dp — 0. This means that there is a bounded
function ¢ as close as we like to f and we can arrange that |g| < | f].

The first idea was to truncate the function where it was large. To approximate
a function by another function which is carried on a set of finite measure we
truncate the function where it is small. Let’s start again with a function f in LP.

Now define @) if|f(@) )
r) i )| >nt,
Inl@) = {o if | f(x)] <nl.

Again, we can set h,, = |f — fu|? < |f|P and these functions are dominated by a
single integrable function. The f,, are carried by a set of finite measure. This is a
consequence of the Tchebychev Inequality. Let A, = {z;|f(x)| > n~'}. Then

1
/ adu < / P, dp < / FPdu = 111

1
The left-hand inequality holds because — < |f(x)| for z € A,. We clearly have
n

p(An) < nP|f|P, so A, definitely has finite measure. We have that f, — f
pointwise. If f(z) = 0, then f,,(z) = 0 for all n. On the other hand, if f(x) # 0
then eventually f,(z) = f(x). As before, we find that || f — f,||” = [ hydu — 0.

To complete the proof, we simply need to observe that these two ideas do not
interfere with each other. If we first truncate the function to make it bounded,
then the second truncation where the function is small does not affect the bound-
edness. ]

PROPOSITION 55  If1 < p < oo, then simple functions s of the type s =
Yoy arla, witha, € C, Ay, € M and ju(Ay) < oo are dense in LP.

Proof. Let f € LP and € > 0. We need to find a function s of the required type
with || f — s||, < e. By Proposition 54, we can assume that f is bounded and
carried on a set of finite measure A. For n € N define

Bolx 4 iy) = 27"(|2"2] +i|2"y]), z,y real
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Then 3, : C — Cisa Borel map. Also |z — (,(2)| < 27"y/2and 3,(0) = 0. We
find that 3, o f — f uniformly as n — oo. Also 3, o f is carried by the set A
and takes only finitely many values. Hence it is a measurable step function of the
required form. The uniform convergence on the set of finite measure A implies
L? convergence.

/ = Bao fPdu = / = 00 fPLadi < ) sup |f () = B S (o))"
[ |

In the same vein we also have

PROPOSITION 56  Simple functions s of the type s = >, _, azla, with ay €
C, A;, € M are dense in L.

One cannot impose that p(Ay) is finite unless one also knows that p(X) is
finite.

We now work specifically on LP(R, £, v) where L is the Lebesgue o-field of
R and v is Lebesgue measure. Many of the results that we prove can be extended
to other similar situations. Before we start, let’s just point out that LP(R, £, v) is
the same as LP(R, Bg,v). In other words, every Lebesgue measurable function
has a Borel version. We leave this as an exercise.

We denote by C..(R), the space of continuous functions of compact support on
R. It may seem strange that we can view C(R) as a linear subspace of L?(R, L, v)
because the first space consists of functions and the second consists of equivalence
classes of functions, but there is actually no difficulty here. The obvious “inclu-
sion” mapping C.(R) — LP(R, L, v) is easily seen to be injective. If a function
in C.(R), maps to the zero element of LP(R, L, ), then it is in fact identically
zero. A continuous function that vanishes almost everywhere must vanish identi-
cally. To see this, suppose that g is continuous on R and that g(z) # 0. Then the
set U = {y; |9(y)| > %|g(x)|} is an open subset of R containing z. So, U contains
an interval and consequently has positive measure. But g does not vanish on U,
so ¢ is not almost everywhere zero.

3.4 Duality between L? and L*

In this section we are going to establish a dual-type result for L”. To establish
the full duality theory between LP and L* is beyond the scope of this course.
Nevertheless, dual-type arguments are very useful. Here is the theorem that we
would like to prove.
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THEOREM 57  Let1 < p < oo. Let (X, M, ) be a o-finite measure space and
f X — [0, 00] be measurable function and such that

/fgdu < llglly

for every positive measurable function g. Then || f||, < 1.

Proof. The case p = 1 comes immediately from g = 1. The case p = oo will
be proved separately. We therefore assume that 1 < p < oco. Let us prove the
result under the additional hypothesis that f is bounded and carried on a set of
finite measure. Then let g(x) = (f(x))?~'. Then we find that ¢ € L* and

gl = IF15~". So

wm:/ﬂwzfmwswm:mmP

Since we know that || f1|, < oo, we deduce that || f]|, < 1.

Next we remove the condition that f is bounded and carried on a set of finite
measure. So, for general f find a sequence f, bounded and carried on sets of
finite measure, such that f,, T f pointwise. For example, we can take f,(z) =
1x, (x) min(n, f(z)) where X, are measurable subsets increasing to X. Clearly

/fngdu < /fgdu < lglly

so || fullp < 1. Finally, applying the Monotone Convergence Theorem

10t [ 1sran
gives the desired conclusion.

The case p = oo, still needs special attention. Let ¢ > 1 and let A, =
{z; f(z) > t}. Let g = 1 4,nx, and obtain

tmmmxmg/}mMsmm:m&mX@

The only way out is that pu(A; N X,) = 0. Letting n tend to infinity, we get
1(A;) = 0. Now take a sequence of ¢ decreasing to 1 to see that {z; f(z) > 1}
is a null set. This says that || ]|, < 1. n

Note that Theorem 57 can be proved with the o-finiteness assumption re-
moved and the hypotheses 1 < p < oo and f < oo p-a.e. added. However the
strong duality theorem requires o-finiteness.
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3.5 Interplay between Measure and Topology

In this section, we look at some results that are special because they depend heav-
ily on the topology of the underlying space. The following definition is nonstan-
dard, but very useful for discussing regularity in a course at this level.

DEFINITION  Let X be a metric space. The X is LCSC (locally compact and
o-compact) if there is a chain

KiCOCKy,COHCKsCO3C---CX
where
e K, is compact forn € N.

e (), isopen forn € N.
o | JEK. =X
n=1

Clearly R is LCSC. It suffices to take
K, =[-2n,2n|and Q,, =] —2n —1,2n + 1].

Also any compact metric space is LCSC. We are also interested in Borel measures
pon X with the property that

u(K) < oo forall K compact C X. (3.6)

Lebesgue measure is an example of such a Borel measure (when restricted to the
Borel subsets).

THEOREM 58  Let X be a LCSC metric space and v a Borel measure on X with
the property (3.6). Then pu is regular in the sense that if e > 0 and B is a Borel
subset of X with u(B) < oo, then there exists K compact C B C U open, such
that p(U \ K) < e.

Proof. This is not an easy proof. We work first under the additional assumption
that X is compact. A Borel subset B (now necessarily of finite measure) is said
to be approximable if for every e > 0, there exists K compact and U open, such
that K € B C U and pu(U \ K) < €. Let A be the collection of all approximable
Borel sets. Then we aim to show two facts.

62



e Every open subset is in A.
o Aisa A-system.

Since the collection of open subsets is a m-system, the result follows from Dynkin’s
m-A Theorem.

The first assertion is a consequence of the fact that every open subset is an Fj,.
To see this, we write an arbitrary open subset U as

U = |Jasdiste(a) > 27}

k=1

so that
sfolop,u({x; distye(z) > 2_k}> = u(U) < 0.

k=1
In the second assertion, it is routine to show that (A1) and (\2) hold. The only
tricky part is to show (A3) that if (A4;) is a sequence of disj oint approximable sets,

then the union is also approximable. Let € > 0. Since Z 1(A;) < p(X) < oo,

7j=1
there exists .J such that Z 1(A;j) < 3e. We find L; compact and U; open such
j=J+1

that L; C A; C U; and u(U;\ L) < 2717 Je. It now suffices to take L = U}]=1 L
compact and U = |J32, U; open. Clearly L C |J;Z, A; C U. Now

UUj\UngU<Uj\Lj>U U 4,

j=J+1
since
GUngU\L UUL CUU\L UUL U U Aj.
j=1 j=1 j=J+1
Therefore
w(U\ L) < i (U; \ L;) i,u(Aj)<%e+%e:e.
7=1 j=J+1

This completes the proof in the compact case.
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Now we tackle the general case where X is LCSC. Let B be a Borel subset of
X with u(B) < oc. Let € > 0. Then we can find n so large that u(BN K¢) < 1e.
Applying the result for the compact case, we can also find L compact with L C
BNK, C Band u((BNK,)\ L) < 3¢ It follows that 4(B \ L) < e finishing
the verification of the inner regularity.

For the outer regularity, we first observe that we can approximate K, from
the outside by open sets. Let € > 0 then since K, is approximable in K,,; there
exists W open in K, such that (W \ K,) < e and K,, C W. From the
characterization of relatively open subsets, there exists W open in X such that
wn Koy1 = W. But K,, € Q,open C K,1, so that W N 2, is open in
X and K,, C W N Q, =W nNQ, € W. This completes the claim that K, is
approximable.

So for € > 0, we can find V,, open O K, with u(V, \ K,,) < 27'7"¢. Now
apply the established regularity of B N K, to find a relatively open subset W, of
K, such that (W, \ (K,NB)) <2~ I=n¢ and W,, D K,NB. We can find an open
subset IW,, (open in X) such that W, N K, = W,. Then define U, = W, N V.
This is open in X and

p(Un \ (K0 0 B)) < (Wi \ (K N B)) + (Vi \ K) <277
Finally, letting U = |J;—, Uy, gives (u x v)(U \ B) < e and B C U as required.m

A detailled analysis of the proof shows the following corollary.

COROLLARY 59  Let X be a LCSC metric space and v a Borel measure on X
with the property (3.6). For every ¢ > (0 and every Borel subset B of X, there
exists E closed C B C U open, such that (U \ E) < e.

PROPOSITION 60  Let X be a LCSC metric space and v a regular Borel measure
on X. For1 <p < oo, C.(X) is dense in LP(X, Bx, ).

Proof. 'We use Proposition 55. Its enough to show that if A € Bx is of finite
measure, then 14 can be approximated in L” norm by continuous functions of
compact support.

The first step is to see that we can assume without loss of generality that there
exists n such that A C K,,. We have u(A N K,) 1 pu(A) as n — oo since
o

U AN K, = A. Further, since u(A) < oo, we can deduce that u(A N K¢) is as

n=1
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small as we please for n large enough. Since 1 < p < oo, this implies that 1 4qxe
has small L? norm. The remainder of A, namely A N K, is a subset of K.

Now, let € > 0. Then, using the regularity of x, we can find a compact subset
C of X and an open subset U of X such that C C A C U and p(U \ C) < e.
Let V. =UNQ,11. Then V is open with compact closure and C' € A C V and
u(V'\ C) < e. Now, find a continuous function ¢ equal to 1 on C' and equal to
0 on X \ V. This is a consequence of the Tietze Extension Theorem, or it can be
done by combining distance functions

B distye(z)
 distye(z) + disto(z)

p(z)

If it’s done this way, its easy to see that ¢ takes values in [0, 1] otherwise, this has
to be arranged. Now |14 — | < 1 and 14 — ¢ is carried on the set V' \ C of
measure less than e, so we have |14 — ¢|| < €/P. The proof is complete. Note
that the only purpose of introducing the set V' is to ensure that ¢ has compact
support. n

COROLLARY 61  For 1 < p < o0, translation is continuous on LP(R, L, v).

In fact, we define the translation operator 7; on LP(R, £, v) for t € R. The
definition is

(T (f)(x) = flz —1).
It is obvious that 7} is an isometric linear operator on L? for 1 < p < oco. What we
are asserting here is that if 1 < p < oo, then for a fixed function f € LP(R, L, v),
we have that T3(f) — fin LP normast — 0in R.

Proof. Lete > 0and f € LP(R,L,v). Find ¢ € C.(R) such that || f — ¢, <
/3. Then, also | Ti(f) — Ty = ITi(f — @Iy = If — llp < /3. So, its
enough to show that for ¢ small, we have ||T3:(¢) — ¢||, < €/3. Since ¢ is both
continuous and compactly supported, it is uniformly continuous. Let the support
of ¢ be contained in [—n,n]. We define

€
—_— >
3(2n + 2)1/r

0.

Now, there exists d; > 0 such that |t| < d; implies that [|T}(¢) — ¢||ec < k. This
is just the uniform continuity of ¢. Let us set § = min(1,d;) > 0 and then the
support of Ty(¢) — ¢ is in the interval [—n — 1, n + 1]. It follows that

1T3(0) — elly < [ITi(e) — @ll%(2n + 2)
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and the desired result follows. ]

It is of course false that the operator T; converges to the identity operator in
the operator norm on LP. This would be something completely different. It is also
false that translation is continuous on L. To see this, let f = 1. Then, for
t > 0, we have

Ti(f) = f = Ljoof — Ljp,oof = —Ljog
and so ||T3(f) — flleo = 1 for all £ > 0 no matter how small.

THEOREM 62 (LUSIN’S THEOREM) Let X be a LCSC metric space and . a
regular Borel measure on X . Let f be a Borel measurable complex-valued function
on X, zero outside a set of finite . measure. Let € > 0. Then there is a function

g € Ce(X), such that p({z; f(x) # g(x)}) < e

In particular, Lusins Theorem holds when X = R and when p is Lebesgue
measure.

Proof. The first step is to see that we can reduce to the specific case where X
is compact. Let Y = {z;2 € X, f(z) # 0}. Then Y has finite measure, but it
may not be contained in a compact set. However pu(Y N K,) T u(Y) asn — oo.
Since p(Y) < oo, we can deduce that u(Y N Kg) < ie for n large enough. We
leave the reader to check that the restriction of p to K, is still a regular Borel
measure and, since we are assuming the result in the compact case, there is a
continuous function h : K,, — C such that p({z € K,; f(z) # h(z)}) < 3e.
Now apply the regularity of p to K, itself. This guarantees the existence of €2
open with u(Q \ K,,) < se. Furthermore, we can always assume that Q C Q.
Now extend h to K,, U Q¢ by setting h to be zero on €2°. Then the extended A is
also continuous. We can now extend h to a continuous function g on the whole
of X by the Tietze Extension Theorem. Since 2 C Q,, C K,,1, we see that ¢ has
compact support. It is easy to see that f and g agree except on the union of three
sets each of measure controlled by ¢ and the result follows.

So now we can assume that X is compact. Take the function f, split it into
real and imaginary parts, then nonnegative and nonpositive parts. Without loss
of generality, we can assume that f takes values in [0, co[. But there exists n so
large that f~'([n, oo[) has small measure, so we can assume that f takes values
in [0,n[. After scaling, we can assume that f takes values in [0, 1[. Now write,
corresponding to the binary expansion of f(x),

f=Y 2",
n=1
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where A,, are Borel sets. Exercise — show that A,, € By using induction on n.

Now approximate each A,, from inside and out. K,, C A, C U, where K,,
is compact, U, is open and u(U, \ K,) < €27". Find g, continuous, equal to 1
on K, 0 off U,, and 0 < g,, < 1 globally. Then set

g = Z 2_ngn
n=1

a continuous function, because it is a uniform limit of continuous functions (use
the M-test). Finally, f and g disagree only on | J~, (U, \ K,,) which has measure
< €. | |

LEMMA 63 Let f € LY(X,F,pu) and f > 0. Let € > 0. Then there exists § > 0
such that [ 14fdp < € whenever A € F and ju(A) < 6.

Proof. Suppose not. The there exists € > 0 such that the desired conclusion
fails for every 6 > 0 and therefore for § = 27". So, there is a set 4, € F
such that [1,4,fdp > € and p(A,) < 27" So, now set B, = (J°_ Apn.
Then p(B,) < 2'", the B, are decreasing with n and [ 15, fdu > € since
B, D A,. Butnowlet B = ()~ B,. Then p(B) = 0, 1p,f | 15f and the
function 1, f is integrable. So, by the Dominated Convergence Theorem, we
have 0 = [ 1pfdu > € a contradiction. m

We can now tackle the duality situation in which we are interested. First we
need a definition.

DEFINITION  Let X be a LCSC metric space and g : X — C be a continuous

function. Then g tends to zero at infinity if for all € > 0 there exists a compact
subset K of X such that |g(z)| < e forallxz € X \ K.

With a little thought, it is easy to see that K can always be chosen to be one of

o0

the K,. (First step in the proof is to write K C U (2,,.) Another key observation
n=1

is that if g is a continuous function tending to zero at infinity, then necessarily g

is bounded. (Take ¢ = 1 and “collect” K. Then g is bounded on K since g is
continuous and K is compact and ¢ is bounded by 1 off K.

The space of all continuous functions that tend to zero at infinity is denoted
Co(X). We use the uniform norm on this space. It is easy to show that a uniform
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limit of functions in Cy(X) is also in Cy(X). It follows that Cy(X) is a complete
normed space with the uniform norm. Note that if X is in fact compact, then
the “tends to zero” condition is void and so Cy(X) = C(X), the space of all
continuous functions on X.

We next consider the space of continuous linear forms on Cy(X'). These are
continuous linear mappings from Cy(X) to the base field (field of scalars). If we
are considering real-valued functions the field of scalars will be R. In the case of
complex valued functions, it will be C. The norm of such a form w is the operator
norm, given by

ulleoxy = sup  |u(g)|.
g€Co(X)
llgllo<1

Before proceeding, we mention the following theorem which is outside the
scope of this course.

THEOREM 64  Let X be a LCSC space and u a positive continuous linear form
on Cy(X). Positive in this context means

g(x) >0 forallz € X = u(g) > 0.

Then there exists a regular Borel measure y on X such that u(g) = /g(x)du(:c)
forall g € Co(X).

We will need the following result later.

PROPOSITION 65  Let X be a LCSC space, j a regular Borel measure on X. Let
f € LY(X,Bx, u). Then we may define a continuous linear form u; on Co(X)

by
uslg) = / F(@)g()du(z) for g € Co(X).

uyllcoxy = ||f|l1. In particular, if uy = 0, then f = 0 p-a.e.

Furthermore,

Proof. 1t is clear that us is a continuous linear form on Cy(X) and also that
lugllcoxy < || f]l1- The real content of the proposition is that || f||1 < [Jus||cy(x) -
By Lemma 63, given € > 0, there exists 6 > 0 such that B Borel, u(B) < ¢

implies [ |f(z)|du(x) < e. Now, according to Lusins Theorem, there exists
B
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g € C(X) C Cy(X) such that g(x) = sgn(f(x)) except for x € B, where
B is some Borel set with u(B) < §. Now let

(2) = z if |2] <1,
e = sgn(z) if |z > L.

Note that ¢ : C — C is continuous. We put h = ¢ o g. Then h € C.(X) C
Co(X) such that h(z) = sgn(f(z)) except for x € B and |h(z)| < 1 for all
x € X. Therefore

= [up (W) < llugllcoxylPlloo = llusllonexy

\ [ Hrseiunt

On the other hand

st [usad = | [ (151=n5)a| -

since |f| = hf off B,

/(1 —hf)du‘

§2/|f|du<2e
B

It follows that
/ Fldi < g lleny + 2¢

and since € is an arbitrary positive number, the result follows.

69



4

Products of Measure Spaces

In this chapter we look at products of two measure spaces. Everything that we do
here generalizes to finite products of measure spaces. First of all, we should look
at measurable spaces. If (X, S) and (Y, 7) are two measurable spaces, we say that
a measurable rectangle is a subset S x T of X x Y where S € SandT € 7. The
o-field of X x Y generated by the measurable rectangles will be denoted S ® 7.
Many authors use the notation & x 7 for this, but strictly speaking this is not
correct, § x 7T should really denote the measurable rectangles. It is fairly clear
that the measurable rectangles form a 7-system, so one can assert from Dynkin’s
m-A Theorem that S ® 7 is the smallest A-system containing S x 7.

EXaMPLE H X =Y =Rand S = 7 = Bg,then S ® 7 = Br2. To see
that Bge C Bgr ® B, recall that every open subset of R? is a countable union of
open rectangles J x K where J, K are open intervals in R. This shows that every
open subset of R? lies in the o-field Bg ® Bg. The inclusion now follows from
the definition of Bg2. The other direction is easier, but more involved. One starts
from

A,Bopen = A x Bopen = A X B € Bye.

Now let A be a fixed open set and show that
{B; B CR,A x B € By} isa o-field on R containing the open sets.

It follows that
A open , B borel = A x B € Bge.

Then, fix B borel and show that

{A; ACR,A X B € By} is a o-field on R containing the open sets.
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We may deduce that
A, B borel = A x B € Bge.

Finally, since By is a o-field , Bg ® Br C Bg:. O

4.1 The product o-field

Much of what we do in this chapter is done with slices. If £ C X x Y, then
we denote E, = {y;(z,y) € F} C Y forevery x € X. We also denote EY =
{z;(z,y) € E} C X foreveryy € Y.

LEMMA 66 IfE € S®T then B, € T forallx € X and EY € S for all
yey.

Proof. Fixx € X. Now consider all subsets E of X x Y such that £, € 7. Call
the collection of such subsets A. Then X x Y € A and it is clear that A is closed
under complementation since (E¢), = (E,)°. Also we have

(U Ej) = J(E).

=1

and this shows that A4 is closed under countable unions. Hence A is a o-field .
Since A clearly contains the measurable rectangles, it also must contain § ® 7.
This proves the first assertion. The proof of the second assertion is exactly similar.
|

It is also possible to slice functions. We use the corresponding notation. If f
is a mapping defined on X x Y, then f,(y) = f(z,y) = fY(x). This definition
extends the idea of slicing sets in the sense that (1 4), = 14, and (14)Y = 1 4s.

We can now state the analogue of Lemma 66

LEMMA 67  Let Z be a metric space and suppose that f : X XY — Z is

S ® T -measurable. Then for each fixed v € X, f, is 7 measurable and for each
fixedy € Y, fY is S measurable.
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Proof. The proof is pretty straightforward. Here Z can be either a metric space
or a measurable space. In the former case, we work with the Borel o-field on Z.
Let V' be a measurable set in Z, then it is easy to see that

(f'(V))e = £ (V).

Since f is measurable, f~}(V) isin & ® T and the slice (f~'(V)), is in 7 by
Lemma 66. So, f;1(V) € 7. This just says that f, is measurable. Similarly for
fY. [

This is pretty much as far as we can get with measurable spaces. From this
point on, we assume that we have measure spaces (X,S, ) and (Y,7,v). In
addition, we assume that these spaces are o-finite.

LEMMA 68 Let A € S® T, then x — v(A,) is S-measurable and y —
w(AY) is T -measurable (as functions taking values in [0, 00]).

Proof. We show the first assertion under the additional assumption that v(Y") is
finite. This assumption will be removed later. Let us define M to be the collection
of subsets A of X x Y such that x — v(A,) is S-measurable. Obviously a
measurable rectangle is necessarily in M.

Since § x 7 is a w-system, by the Dynkin -\ Theorem it will suffice to show
that M is a A-system. First, X x Y € M is clear since already X x Y € S x 7.
For complementation, we have (A¢), = (A;)¢. It follows that M is closed under
complementation since

V(A,) + V((A%),) = v(Y).

and v(Y) < oc. Finally, if A = (J;Z, A} is a disjoint union, then we have

V(A = v (U(Anx) = > ((A;))

j=1

and a sum of a series of measurable functions is measurable. This settles the issue
for the case of finite measure spaces. In the o-finite case, we have measurable
subsets (Y;,)72, of finite measure with union Y. We can assume that this sequence
is increasing. We cut on v on Y, that is, we construct new measures v, (T) =
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v(Y, N'T) on the measurable space (Y,7). From the finite measure case using
the fact that v, is a finite measure, we find that

v v((X % V)N A)y) = (Y, N Ay) = v(A,)

is S-measurable. But as n increases, the quantities v(((X x Y;,) N A),) increase
tox— v(Ay). u

The next step is to show that the order of processing is irrelevant. Let us define

pa(r) =v(A;) and Ya(y) = p(AY).

LEMMA 69 We have
/SOAdM: /@DAdV- (4.1)

Proof. The proof follows the same line as above. We first assume that we are
working on finite measure spaces. We let M be the collection of subsets A of
X x Y such that (4.1) holds. It is easy to see that (69) holds for A € § x T
and we will again use the Dynkin 7-A Theorem. We need to show that M is
a m-system. Again X x Y € M is clear since already X x Y € & x 7. For
complements, we have from the proof of Lemma 68 that

patpae=v(Y)ly  and s+ Yae = p(X)ly

and it follows that (4.1) implies / Yacdp = / Y acdv since the measure spaces

are finite. Now let A; € M be disjoint with A = Uj‘;l A; and again from the
proof of Lemma 68 we get

pala) = v(A,) = v (U(AJ-)m) = DA =3 (@)

and a similar statement for the s, whence

/@Adu: /gmjduz g/mjdu
- g/%dy:/gmjdu:/wu

73



This settles the finite measure case.
For the general case, we find increasing measurable subsets X,, and Y, as
before and use

/SOAdM = SUP/4PAm(anYn)d,U = SUP/?/)Am(anYn)dV/@DAdV

using two applications of the Monotone Convergence Theorem. |

Now, at long last we can define for A € S® 7T
px v(A) = /goAdp = /wAdl/.

PROPOSITION 70 Let (X, S, u) and (Y, T, v) be o-finite measure spaces. Then
the set function p1 X v is a measure on (X x Y, S® 7).

Proof. Tt is obvious that p x v(f)) = 0. It remains to check the countable addi-
tivity. Let A; € S ® 7 be disjoint sets for j = 1,2, ... and let A be their union.
Then the sets (A;), are also disjoint for each = and their union is A,. So it follows
that

pa@) = v(d,) = v (U(Anx) S IZCHBED SNE)

Integrating with respect to ¢ and using the Monotone Convergence Theorem we
get

u><V(A)=/sOAduz/{f;s%}duzi/wjduziuxV(Aj)-

Thus p X v is a measure. ]

4.2 The Monotone Class Approach to Product Spaces*

Everything that we have done in the previous section has been with the Dynkin
-\ Theorem. It seems that this is the easiest way to proceed. Most mathematical
textbooks however approach this material using monotone classes and omit to
mention the following technical lemma which is needed to make the Monotone
Class Theorem work.
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LEMMA 71 Let F be the field generated by S x T. Then every M € F can be
written as a finite disjoint union of measurable rectangles.

Proof. By Lemma 5, and bearing in mind that the whole space X x Y is itself a
measurable rectangle, there exists N € N such that M = My and the sequence
(M,,)N_, is defined inductively by one of the following

e M, =S5, xT,withS,eSandT, € T.
o M, =M, \ M, withl <p,. q, <n.
o M, =M, UM, withl <p,,q, <n.

Obviously, the first option is used at most N times. In the instances where the
first option is not used, define S,, = X, T,, = Y. Now consider for each subset
Z C{1,2,3,..., N}, the sets

N N
SZ = ﬂ Sn,e(n)a Tz = ﬂ Tn,e(n)
n=1

n=1

where

(1 ifneZ,
6(”>_{0 ifn¢Z.

and where S, 1 = S, Sno = X\ S, Tn1 =T, and T, = Y \ T,,. A simple
induction proof now shows that each M, is a union of some subcollection of the
4N disjoint sets Sz x Ty as Z and W run over {1,2,3,..., N}. |

It follows from the Monotone Class Theorem that the smallest monotone class
containing F is S ® 7 and the results in this section can be proved using this fact.
We leave the details to the reader.

4.3 Fubini’s Theorem
In this section we look at the product integral and compare it with iterated inte-

grals. Let’s start by setting up the iterated integrals. We assume throughout this
section that (X, S, ) and (Y, 7, v) are o-finite measure spaces.
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LEMMA 72 Let f: X XY — [0,00] be S ® T measurable. Then define

/fa:ydy

Then ¢ is S measurable on X. Obviously there is an analogous statement il we
integrate first over .

Proof. let A€ S®7T and f = 1 4. Then the result follows from Lemma 68. Tt
therefore also follows for S ® 7 measurable nonnegative simple functions. But we
can find a sequence of such functions ( f,,) increasing pointwise to f. Let ¢, (z) =
[ fal@,y)dv(y). Then ¢, is S measurable and by the Monotone Convergence
Theorem, ¢ T ¢ pointwise on X. It follows that ¢ is S measurable. ]

Let us define also 1 (y / f(x,y)du(x). Then we have

THEOREM 73 (TONELLI'S THEOREM)  Let f : X XY — [0,00] be S ® T
measurable. Then

/ o(@)dpu(z) = / £ (@, y)d( x v)(x,y) = / b(y)du(y)

Proof. Same proof as above. If A € S ® 7 and f = 14, then the result follows
from Lemma 69. It therefore also follows for S®7 measurable nonnegative simple
functions. Now take a sequence of such functions ( f,,) increasing pointwise to f
and pass to the limit using the Monotone Convergence Theorem 5 times! |

Notice that the o-finiteness is used to define the product measure p x v. But

we can ask whether
= / Y(y)dv(y)

might hold in general, without the o-finiteness assumption. The answer is that it
does not. Let X =Y = [0, 1]. Let S be the Lebesgue field of [0, 1]. Let 7 be the
collection of all subsets of [0,1]. Let u be Lebesgue measure on [0, 1] and let v
be the counting measure. Finally, let A be the diagonal set. It’s easy to prove that

AeS®T. Now
/{/ ]lA(ac,y)du(y)} du(z) = 1
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because each inner integral evaluates to 1. On the other hand

J{ [ 1aeaina vt o

because each inner integral evaluates to 0. This does not contradict Tonellis The-
orem because the counting measure is not o-finite on an uncountable space such
as [0, 1].

A special case of Tonellis Theorem is

for a; > 0.
So much for the unsigned case. We know already from iterated infinite sums
that for signed series some additional hypotheses are going to be needed if the

order of integration will not matter. See §2.8 in the notes for MATH 255.
Let f: X XY — Rbe S ®7 measurable. Then

/!fxyW/du /uuuxu / (@)l du(@)dv(y). 4.2)

THEOREM 74 (FUBINI’'S THEOREM) If any one of the three quantities in (4.2)
is finite, then

[[ r@patants) = [ sagxn = [[ s paueie). @

The precise meaning of the iterated integrals will become clear in the proof.

Proof. By symmetry, it suffices to establish the left- hand equality in (4.3). We
write f = fi — f_ in the usual way and define ¢4 (z) = [ fi(z,y)dv(y). We
have

[ es@into) = [ [ feepivwanto < [ [ 11 plavwine) <

This means that for p-almost all x, both ¢ (z) and ¢_(x) are finite. So, for p-
almost all z, the integral [ f(z,y)dv(y) exists and equals ¢ (z) — p_(x). So, let
us define
o(z) = { [ f(z,y)dv(y) if this 1megra1 exists
otherwise
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So, p(z) = o4 (x)—p_(x) foru almost all z and indeed |p(z)| < v4(z)+p—(x)
for all x So f\go Ndp(z) < 2 [[f(z,y)]ldv(y)du(x) < oo. This means that

[ oz ) is defined and

/w@wmw3/%uwmm—/¢<mm@>

/f+$ydl/ )dp(x /f (z, y)dv(y)du(x)
=i/h@wﬂwxW@w%i/ﬂ@wMWXW@w)

_ / )i x v)(x,y)

as required. |

4.4  Estimates on Homogenous kernels*

As a demonstration of duality at work, we will prove the following result for the

integral operator
- [ K@rwiy
0

where x runs over |0, oo[. We assume that the kernel function K is nonnegative
and satisfies the homogeneity condition

K(tw,ty) =t K(z,y).
We will also need to know that K is Lebesgue measurable on the positive quadrant

and that it is sufficiently regular for us invoke some change of variable arguments
from the Riemann Theory. We further define

Cp:/ t‘ﬁ’K(t,l)dt:/ 7 K (1t )t dt
0 0
:/ sﬁK(l,s)s’lds
0
:/ 3_%K(1,s)ds
0



and we will assume that C), is finite.
Now comes a remarkable idea. For f and g nonnegative functions we have
using Holder’s Inequality and Tonellis Theorem

/0 oo/oo;f(w v)g(z) f(y)dxdy
- /ooo/ooo(§>_plp}(<x>y)‘l’f(y) (%)_QK(m,y)l’ (2)dwdy
= {/ooo/oOOG)_%((x’y)f(y)pdxdy};{ /OOO/OOO(%)_%((I,Z/) ()" d:cdy}l’

We now have

/ooo/om(g) _;k(% y)f (y)dedy
B /yoi) {/:; K (3 1) (g) v yld:c} Fly)Pdy

= Gyl fII5

L) K gy asay = ol
0oJo T

/0 / K (2, 9)9(x) f(4)dady < Cyll 1l l1glly

It follows from this by duality that || Tf||, < C,| fl|, for f nonnegative and the
same inequality for signed or complex f then follows.
Some specific cases of interest are

and similarly

resulting in

o Ti(x) =2t [ f( dyc—%.

o Tf(x)= [Ty f(y)dy, Cp,=p.

o Tf(x)= [ (x+y) ' f(y)dy, C, = mcosec (%)
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4.5 Uniqueness of Translation Invariant Measures

In this section, we show the uniqueness of translation invariant measures.

PROPOSITION 75  Let pu and v be nonzero translation invariant Borel measures
on R which assign finite values to compact sets. Then p and v are scalar multiples
of one another.

Proof. Let C be a Borel set with 0 < u(C). Write R? as a union of count-
ably many cubes () of side one. Then choosing B = C N @ for suitable @,
we can assume that 0 < u(B) < oo and v(B) < oo. Let ¢ = 1p and let
t=[g(— ). Then we have for f = 14 with A Borel,

/f Ydv(x // u)dp(y)
- / / [z +y)g(y)dv(x)du(y)

by changing variables u = x + y in the inner integral

= / / f@+y)g(y)du(y)dv(z)
— [ stwta = 2)dntuyivie)

by changing variables u = = + y in the inner integral

— [ st~ 2wyt
//f v(y)dp(u)

by changing variables y = x — w in the inner integral

—t [ Fw)dutu)

Thus u(B)v(A) = tu(A). Putting A = B gives v(B) = t, so that t < oo. If
t = 0, then v vanishes identically which is not allowed. Hence 0 < ¢ < oo and
each measure is a positive multiple of the other. |

by Tonelli’s Theorem

again by Tonellis Theorem
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4.6 Infinite products of probability spaces**

Results for the product of two measure spaces generalize without problem to fi-
nite products. Infinite products of measure spaces are more problematic in gen-
eral, but are important in probability theory because they are needed to set up
sequences of independent trials. We develop the basics of this theory here. Let
(s, My, ;) be a probability space for £ € N. We let Q = [[;2; Q4 the full
infinite cartesian product of the 2. An element of € is then a sequence (wy )32,
with wy, € € for every k. The next concept we need is that of a cylinder set at
level ¢ whichisaset C'= Q x [[;Z, Q% where Q € My @ My ® --- @ M,
The family of cylinder sets at level ¢ is a o-field C, in some sense isomorphic to
Mi@My®- - -®@M, (although the two gadgets live on different sets). The family
C =, C, is the collection of all cylinder sets and is a field on €2, but usually not
a o-field. By patching the probabilities together, we can define a finitely additive
set function p on C

u(QX 1T Qk) = p1 X - X f1g(Q).

k=q+1

First of all, we need to check that this is well-defined, i.e. we would get the same
answer if Q x [[r~ 11 $2x were considered as a cylinder set at a level higher than
q. This works because we are dealing with probability spaces. To check the finite
additivity we need only consider finitely many cylinder sets and they can all be
defined as cylinder sets at a fixed level, say q. The corresponding values of p are
effectively given by the measure p; x -+ X pug.

THEOREM 76  The finitely additive set function  is in fact a premeasure on C
and therefore extends to a measure on the o-field generated by C.

Sketch proof. It is not too difficult to see that given that y is finitely additive on
C, the following condition guarantees that p is in fact countably additive on C.
Let Cy € C be decreasing and such that ();—; C = 0, then limy_,, u(Cx) = 0.
Obviously, if the levels of the sets C} are bounded, then the result is clear, so
we can assume that the levels are unbounded. Therefore, after making some
adjustments, we see that it suffices to show the following:

Let Cy € Cj, be decreasing for k € N with ()2, Cj, = 0, then
limk_m [L(Ok) = 0.
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We prove this assertion by contradiction. So let t > 0 be such that p(Cy) > ¢ for
all k. We look at the distributions on the first coordinate

fualwn) = / Loy (w1 ) dpa(ws)dpis(ws) - - dpg ()

We have [ fi(wi)dpi(wi) = p(Cy) > t. Since the fy are clearly decreasing
(since the CY, are), we get by dominated convergence

/llclefl Jrp(wi)dp (wr) >t

It now follows that there exists @y such that inf; | fi x(&1) > ¢. In particular,
1o, (@1) = fia(@1) >t > 0 and since C is known to be a cylinder set at level 1,
this means that

(@170027(,(}3, .. ) S 01

whatever the values of wy € 5, w3 € 23, ... The next step is to slice all these sets
on @;. Thus we arrive at

Cr(@01) = {(w2, w3, .. .); (©1, wa, w3, . ..) € Oy} C HQk
k=2

for k = 2,3,.... We proceed to compute the distributions on the second coordi-
nate

for(wa) = /ﬂck(wl)(wzaw:*n oy wr)dps(ws)dp(wa) - - - dpg(w)
and we observe that
fop(wa)dpa(we) = /ﬂck(wl)(w2,w3, o wr)dp(we)dpg(ws) - - - dpg (wy)

= fir(@) >t

Since the fs, are decreasing, we get again by dominated convergence that

Qo

/llcleg Sop(wo)dpa(ws) >t

It again follows that there exists @, such that inf}”, fox(@2) > ¢. In particular,
Loy (@2) = fo2(@2) > t > 0 and we see that the point @y € 5 has the
property that

(Do, w3, wy . ..) € Co(@y), or equivalently (@y, e, ws,wy ...) € Cy
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whatever the values of wg € Q3,wy € Qy, ... We continue in this way ad infinitum
(using the axiom of choice to make the sequence of choices that are necessary) and
we find ultimately that

oo
(@1, @9, W3, ...) € ﬂ Ch.
k=1

But this is a contradiction, because we are assuming that (),—; C, = 0! Thus p
is a premeasure on C, and an application of Carathéodory’s Extension Theorem
finishes the proof. =
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5

Hilbert Spaces

A Hilbert space is a complete inner product space. The key example of a Hilbert
space is L?(X, M, u) where (X, M, 1) is a measure space. Its worth observing
that you need a reasonable measure space for L?(X, M, 1) to be a useful concept.
If for example y takes only the value 0 and oo, then you will have a great scarcity
of L? functions.

Hilbert spaces are important because they have almost magical properties and
are usually very easy to handle. This was observed in particular by John von Neu-
mann who devised a scheme for developing some of the harder measure theory
theorems using them. They are also extremely important in Physics, where they
form the theoretical basis for Quantum Mechanics. John von Neumann also had
a hand in this development.

PROPOSITION 77 Let H be a Hilbert space (real or complex) and let C C H
be a closed convex subset. Let x € H. Then there is a unique nearest point y of
Ctou.

Proof. Firstof all, if x € C', then we clearly have that y = x is the unique nearest
point of C' to x. So, we can assume that ¢ C. Then, since C'is closed, we have
diste(x) > 0. We can find a sequence (y,,) with y,, € C and d(y,, z) | distc(z).
Let 2, = y,, — x. We use the parallelogram identity

12 — 2lI* = 212, [1* + 2ll 21" — 4ll5 (2 + 20) 1% (5.1)

This identity is valid in inner product spaces, but usually not for other norms.
Now, given € > 0 there exists NV such that n > N implies

12al* = [lyn — 2]|* < (distc(ya))* + .
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Also, since C'is convex 3 (y,+y,) € C andso ||3(2,+20)|| = |5 (yp+ ) —z|| >
diste(x). Putting these facts in (5.1) we get

19y = yall® = 2o — 217
= 2|51 + 2llz1* — 4ll5(z + 20) 1%,
< 2((diste(yn))? + €) + 2((diste(yn))? + €) — 4(diste(yn))?,
= 4e.
for p,g > N. So, (y,) is a Cauchy sequence. Since H is complete and C' is
closed, the sequence must converge to some element y € C. By continuity of the
distance function we get d(y, x) = diste(z). That settles the existence. Now for

the uniqueness. This is also a consequence of the parallelogram inequality. Let y;
and ys both be nearest points of C'to X. Then let z; = y; — x for j = 1,2. Then

0 < [z — 2* = 2l|al* + 2[|22]|* — 4]l 5(21 + 22)|1* < 0.

by much the same reasoning as above. It follows that y; = ys. |
In fact, this defines a mapping Pr : H — C called the metric projection

onto C'. We do not need the Lemma below, but it is an interesting fact.

LEMMA 78  Let H be a Hilbert space (real or complex) and let C C H be a
closed convex subset. Then P satisfies || Po(x1) — Po(2)]| < ||x1 — 2| for all
T1,xo € H.

Proof. This result and the previous result are actually results about real Hilbert
spaces. Every complex Hilbert space is actually also a real Hilbert space. This is
achieved by

e Forgetting how to scalar multiply vectors by non-real complex numbers.

e Replacing the inner product with its real part and verifying that this is now
a “real” inner product.

Let us denote y; = Po(z;) for j = 1,2. Now if y; = ys there is nothing to prove.
Otherwise, we see from the convexity of C' that (1 —t)y; +tys € Cfor0 <t < 1.
Thus we must have since y; is the nearest point of C' to z that

s = (0=t + 192 )12 = oy =
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for 0 < ¢ < 1. Expanding the norms in terms of the inner product and consider-
ing small positive values of ¢ gives

(x1 — 1), (y2 — 1)) <0.

This inequality expresses the fact that the angle subtended at y; between z; and
Yy is obtuse. Similarly we have

(22 —y2), (1 —12)) <0.

Now, we get

((z1 = 22), (11 —v2)) = ((z1 —w1), (1 — 92)) + (Y1 — v2), (1 — v2))
+ ((y2 — x2), (Y1 — 12))
> ((y1 — v2), (Y1 — 12))
= [lyr — wl|*.

Next we apply the Cauchy-Schwarz inequality
lyr = w20* < (21 — @), (31 — 92)) < 21 — 22l [[tn — 2ll-
Finally, since ||y; — 92| > 0 we can divide out to get ||y; — yo|| < ||z1 — 22| as
required. .
5.1 Orthogonal Projections
Let H be a Hilbert space either real or complex. Let S C H. Then we define
St ={z;xr e H, (s,2) =0, forall s € S}.

It is clear that S is an intersection of closed linear subspaces of H and therefore
it is a closed linear subspace of H.

THEOREM 79  Let M be a closed linear subspace of H. Then we have H =
M @ M+*. Furthermore. let P and Q be the linear projection operators onto M
and M~ associated with the direct sum. Then P and () are norm decreasing and
in fact, more generally we have ||z||* = || P(z)|]* + ||Q(z)||? forallz € H.
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Proof. let x € H. Now, since M is a closed linear subspace, it is a fortiori a
closed convex set. Therefore, there exists a unique nearest point y of M to z. So,
for every u € M and scalar ¢ we have

lz = (y = tw)||* = [l= — ylI*.

So,
Rt(x —y,u) + [t[*[ul]® > 0.

Dividing by |¢| and letting ¢ tend to zero from all possible directions yields that
(r —y,u) = 0. Sox —y € M*. This shows that H = M + M~ It remains to
show that the sum is direct. So, let z € M N M~ and then ||z]|?> = (x,z) = 0.
This shows that M N M+ = {0y}. The sum is direct. The equality ||z||*> =
| P(2)])* + ||Q(x)||? is just Pythagoras’ Theorem. n

We denote S+ = (S*)+. This set has a neat characterization.

LEMMA 80  Let H be a Hilbert space either real or complex. Let S C H. Let
M be the closure of the linear span of S. Then S*+ = M.

Proof. 'We start by proving the result in case that S is already a closed linear
subspace, i.e. M = S. Then clearly we have M C M=+, To establish the
opposite inclusion, let x € M*+ and write 2 = y+ 2z wherey € M and z € M+,
according to the direct sum H = M & M*. Then

121 = (2, 2) = (z =y, 2) = (@, 2) = {y,2) =0 -0 =0

The term (z, 2) vanishes since # € M++ and z € M+ and (y, 2) vanishes since
y € M and z € M+. Hence z = 0 and it follows that x = y € M.

Now for the general case we assume only that S is an arbitrary subset of H. It
is clear that S C M, whence S+ D M+, whence St C M+t = M. We need to
establish the inclusion M C S++. It is evident that S C S+ and since S+ is a
closed linear subspace of H it must contain the smallest closed linear subspace of
H containing S which is by definition M. ]

5.2 Conditional Expectation Operators

As an example of orthogonal projections, we can look at conditional expectation
operators. These arise when we have two nested o-fields on the same set. So, let
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(X, F, p) be a measure space and suppose that G C F is also a o-field. Then,
(X, G, ulg) is an equally good measure space. It is easy to see that L*(X, G, u|g)
is a closed linear subspace of L?(X, F, 1) because L*(X, G, p|g) is complete and
whenever a complete space is embedded isometrically in a larger metric space, it
necessarily occurs as a closed subset. It should be pointed out, that trivialities
can arise even when we might not expect them. For example, let X = R? F
the Borel o-field of R? and G the sets which depend only on the first coordinate.
Then unfortunately L?(X, G, u|g) consists just of the zero vector.

The situation is very significant in probability theory, where the o-fields F
and G encode which events are available to different “observers” or to the same
observer at different times”. For example G might encode outcomes based on the
first 2 rolls of the dice, while F might encode outcomes based on the first 4 rolls.

A useful example is the case where X = [0, 1], F is the borel o-field of X.
Then partition [0, 1[ into n intervals and let G be the o-field generated by these
intervals. We take p the linear measure on the interval. In this case Eg will turn
out to be the mapping which replaces a function with its average value on each of
the given intervals.

Well, the orthogonal projection operator is denoted Eg. We view it as a map

Eg: L(X,F,p) — L*(X,G,p) € L*(X, F, ).
We usually understand Eg in terms of its properties. These are
1. Eg(f) < L2<X7 g, M)

2. [(f —Eg(f))gdp = 0 whenever g € L*(X, G, ).

The probabilists will write this last condition as E(f —Eg(f))g = 0 whenever
g € L*(X,G, i), where E is the scalar-valued expectation.

To get much further we will need the additional assumption that (X, G, i)
is o-finite. So we are assuming the existence of an increasing sequence of sets
G, € Gwith X = J,2, G, and pu(G,) < co. As an exercise, the reader should
check that Eg(1¢f) = 1gEg(f) for G € G. We do this by taking the inner
product against every function in L*(X, G, i) and using property (ii) above.

Next we claim that if f € L*(X, F, u) with |f] < 1, then |[Eg(f)| < 1. To see
this, let G € G with u(G) < 0o, t > 1land g = Lgsgn(Eg f)1{g,f/>¢}. Then we
have

tu<{|ng| >t} ﬂG) = /tﬂ{|ng|>t}mGdM
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< / |Eg f|1{g, f1>tncdi

since t < |Eg f| on the range of integration,

= /(ng) sen(Eg f)1{jgg >0 Ladp

= /(ng) gdp

= /fgdu

by definition of Eg f and since g € L*(X, G, u),

< [ loldi= n({1Bos| > 111 G).

by definition of g,

But since ,u({|ng| >t N G> is finite, and ¢t > 1, the only way out is that
u({|ng| > t}ﬂG) = 0. Since thisis true forall ¢ > 1 and all G € G with finite

measure, it follows that |Eg f| < 1 p-a.e. using the o-finiteness of G.
This gives us a way of extending the definition of conditional expectation to
L functions. We define for f € L>®(X,F, u),

ng(:L‘) = Eg]lgnf<l') Ve G,
The apparent dependence of this definition on 7 is illusory because for z € G,

E¢lg,,, f(x) = (1g, - Eglg,,, f)(7) = E¢lg,1¢,,, f(v) = Eglg, f(7)

and indeed, as an exercise, the reader can show that the definition is independent
of the choice of sequence G,,. The bottom line here is that Eg is a norm decreasing
map

Eg: L=(X, F,pu) — L¥(X,G, u).

Now let 1 < p < oo and let f € V where V is the space of bounded F-
measurable simple functions carried by a subset G € G with u(G) < oo. In this
case we will have that Eg f is a bounded G measurable function still carried by
the subset GG. We will estimate the LP norm of Eg f.

[ Bospdn = [ (B39

89



where g = |Eg f|P'sgn(Eg f),

— [ fodu

since g is G-measurable and all functions are in the appropriate L? space,
< [ Fllpllglly

by Holders Inequality. On the other hand (at least in case p > 1)

lolly = [ 1B 175 Y du = o1,
leading to [|gl,» < |Egf|?~". So, combining these inequalities yields

IEg I} < 1171, [1Eg fII5~ (5.2)

We now obtain | Eg f]|, < || f||, because this is obvious if || Eg f]|, = 0 and if not,
then we can divide out in (5.2) because we know that ||Eg f||, < oco.

The inequality |[Eg f||1 < || f||1 corresponding to p = 1 also holds and is even
simpler to establish since we obtain directly

[ 1Bosidn = [ sodn <11 71lgll = 151

We have obtained that Eg is a linear mapping from V to LP(X, F, u), norm
decreasing for the L? norm. Since V is dense in LP(X,F, ) and LP(X,F, u)
is complete, we can extend this mapping to a norm decreasing linear mapping
Eg : LP(X,F,u) — LP(X,F,u) by uniform continuity. We naturally use
the same notation for this mapping, although strictly speaking it is a different
mapping. This gives a nice application of “abstract nonsense” ideas to a really
quite practical situation. You can check that the extended mapping satisfies the
expected conditions which are valid even in the case p = oo handled earlier.

o E;(f) € LP(X,G,pn) provided f € LP(X,F,u) and indeed we have
1Eg fllp < Il £l

e [(f —Eg(f))gdu = 0whenever g € L¥ (X, G, ).

This is a typical example of the von Neumann program at work by using
Hilbert space methods as a foot in the door to get results that have no obvious
connection to Hilbert space.
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5.3 Linear Forms on Hilbert Space

THEOREM 81  Let H be a Hilbert space and let L be a continuous linear map
from H to the base field. Then there exists z € H such that L(x) = (z,x).

If L = 0 then we just take z = Of. So, we can assume that ker(L) is a
closed proper linear subspace of H. Then ker(L)* cannot be the zero subspace,
because together with ker(L), ker(L)* must span the whole of H. So, choose
from ker(L)* a unit vector u. Now let € H and consider y = L(z)u — L(u)z.
Then of course L(y) = L(x)L(u) — L(u)L(xz) = 0 so that y € ker(L). So, we
must have

0= (u,y) = (u, L(z)u— L(u)x) = L(x)(u,u)—L(u)(u, ) = L(z)—(L(u)u,x).

Take z = L(u)u and we are done. n

5.4 Orthonormal Sets

An orthonormal set is usually an indexed set (e, )ac; Where I is the indexing set.
The key property that it has to satisfy is

1 ifa=p,
\€as ca) = {o if o # 5.
Given a finite linearly independent set in an inner product space, one usually

constructs an orthonormal set by using the Gram-Schmidt Orthogonalization
Process.

THEOREM 82  Let (€4)aer be an orthonormal set. Then

(i) If (co) € £?, then the series > acr Caba Is a norm convergent unconditional

sum and furthermore || 3" c; caalln = {>ner ]ca\Q}l/Q.
(i) Ifz € H, then) ., [{eq,z)|* < [Jz|%.

(iti) If M is the closed linear span (i.e. the closure of the linear span) of (e4)acr,

then we have
P(zx) = Z(ea,$>ea

acl

where P is orthogonal projection on M.
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Proof. We are using the notation ¢? to stand for L*(I,Pr,v) where 7 is the
counting measure on /. Usually, / will be countable and that would make things
a bit simpler. However, we make the effort to understand the situation in case that
I is uncountable.

We can treat Y, ;|cal® as [ |cal?dy(a) and as the integral of a nonnega-
tive measurable function it is defined as a supremum of integrals of dominated
measurable simple functions carried on sets of finite measure. For the counting
measure, this means finite sets, so it is not difficult to see that

Z|Ca|2 = sup |Ca|2‘
cF

F finite
acl FCI «

Another important point is that if ), |ca|* < oo then ¢, = 0 for all but count-
ably many a. To see this, we let ¢ > 0 and invoke the Tchebychev Inequality

(i lcal > 1) <2 Jeal®
acl

In particular, {«a; |co| > t} is a finite set. Now take ¢, | 0, then
o0
{aseal > 0} = U{Oé; |cal > ti}
k=1

a countable union of countable sets and hence countable.

The sum ) ., caeq on the other hand is an uncountable Hilbert space val-
ued sum. It cannot be interpreted as an integral over the counting measure, be-
cause we do not have a vector-valued integration theory (outside the scope of this
course). It can be interpreted as an unconditional sum. By the statement

s:g Va

ael

in the unconditional sense, we mean that for all € > 0, there exists F' finite with

F C I such that
S—Zva <e

aeG

for every finite set G with FF C G C .
The partial sum of the series ) ., coeq corresponding to a finite subset F' of

I is given by
Sp = Z Caba-

aeF
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We get

Ispl* = (sp.sr) = <Z Cp€s; an€a>

BeF acF

= Z Z cscales; €a)

BeEF aeF

=) el (5.3)

Now, we are assuming that Y [¢a|* < 00, so all but countably many of the
Cq are zero. Let us enumerate {a; ¢, # 0} as (,)°2 ;. If only finitely many ¢, are
nonzero, then the result is straightforward. So build a sequence of partial sums
SN = Zfzvzl Co€a, - 1L 1s €asy to see that this is a Cauchy sequence in H because
for M > N we have by (5.3) that

M

lsar — sl = lca, |’

n=N+1

So, since H is complete, we have that s, — s as n — oo for some s € H.
Now, let € > 0. Choose N so large that two things happen

o |ls—s,|| <eforn>N.

hd ZSLO:N—&-I |COCTL|2 < 62'

Take F' = {a,,m = 1,2,..., N}. Then, if G is a finite subset of I with G O F'
we have
Is = scll < lls = spll + [lsp — sal| < e+e=2e

since
o0
Isp = sal” < > Jea,* < €
n=N+1
and
[s = srll = [ls — sn| <e
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This establishes the unconditional convergence. For a discussion of unconditional
convergence, see the notes for MATH 255. Observe however that the result stated
there that an unconditionally convergent series of real numbers is necessarily ab-
solutely convergent, does not generalize to series of vectors in a complete normed
vector space.

Since the norm is continuous, we have

n
|s]|* = limsup ||s,||* = limsupz |co, | = Z lcal?.
n—oo n—oo .
j=1 acl

This completes the proof of (i).

Now for the second part. It is enough to show that >z [{€q, 2)|* < ||z]?
for every finite subset F' of I. Let Mp be the linear span of (e,)acr. Then Mg is
closed. This is because the mapping (¢a)acr — Y_qecp Cala is an isometric linear
mapping from C" onto Mp. Since C" is complete, so is My and therefore Mp
must be closed in H'. Then we have

T — Z(ea, T)eqa, e5 ) = (T, e5) — Z (€asx)(€q,eg) = 0.

acl aclF

So & — Y cpl€as T)eq isin M. So, we can write

EMp EM}J;T
T = Z(ea, z)e, | + | x— Z(ea, T)eq
acl a€l

Since there is only one way of splitting a vector up in a direct sum decomposition,
it must be that Pp(z) = > p{€a,®)eq where Pp is orthogonal projection on
Mp. Since Pp is norm decreasing, it follows that |z|| > || >, cr(€a,Z)eqll.
Squaring this inequality and using the orthogonality once again, gives the desired
result.

2l 2 11} (eas@)eall® =Y D {easa)les, 2){eases) = D l{ea )]

acFl acF BEF acF

As an exercise, show that any finite dimensional linear subspace of a normed linear space is
necessarily closed.
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Finally, in the third part, we see that parts (i) and (ii) guarantee the conver-
gence of the series ) /(€q,Z)e, in H norm. It is a norm limit of finite linear
combinations of the e,, so it is in M. We will show that

T — €a,T)ey L €
> {ear ) 6
acl

for all B € I. The relevant inner product is just

€3, T — Z<60" T)e, ) = (eg, ) — Z(ea,xﬂeﬁ, eq) = 0.

acl ael

Taking linear combinations, x — ) _,(€a, ¥)€, is orthogonal to all finite linear
combinations of the eg. But the orthogonal subspace of a vector is closed, so it
contains the closure of the linear span of the eg, i.e. M. We have

eEM eM+
T = Z<€O" zye, | + | x — Z(ea,x>ea
acl acl
The result now follows. [

5.5 Orthonormal Bases

Let H be a Hilbert space. An orthonormal basis in H is a maximal orthonormal
set. It turns out that in the finite dimensional case, orthonormal bases are sim-
ply linear bases that are also orthonormal. But, in the infinite dimensional case,
orthonormal bases are never linear bases. First we need to address the question
of existence or, more generally extension. In this setting, we’ll simply work with
unindexed sets.

LEMMA 83  Every orthonormal set is contained in some orthonormal basis.

The easy option would be to say that the proof is outside the scope of this
course. In fact, it uses Zorn’s Lemma named for Max Zorn, but in fact discovered
by Kazimierz Kuratowski.

Zorn’s lemma is equivalent to the axiom of choice, in the sense that either one
together with the standard axioms of set theory is sufficient to prove the other.
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It occurs in the proofs of several theorems of crucial importance, for instance the
theorem that every vector space has a linear basis, the theorem that every field has
an algebraic closure and that every ring has a maximal ideal. Some high-powered
theorems in topology and functional analysis also use Zorn’s Lemma. It is stated
as follows.

LEMMA 84 (ZORN’S LEMMA)  Every non-empty partially ordered set in which
every chain which is bounded above contains a maximal element.

The terms are defined as follows. Suppose (X, <) is a partially ordered set.
Explicitly this means that < is a relation on X satisfying the following axioms

o r <zgforallz € X.
e yc X o<y y<z=—uz=y.
e r,yzeX,x<yy<z=uw<z

A subset C' of X is chain if for any x,y € X we have either z < y ory < x.
A subset Y of X is bounded above if there exists u € X such that y < u for
all y € Y. Note that u is an element of X and need not be an element of Y. A
maximal element of X is an element m € X such that x € X and m < x implies
x=m.

Proof of Lemma 83.  The proof uses the axiom of choice in the form of Zorn’s
Lemma. Let F be the given orthonormal set and consider £ the partially ordered
set of all orthonormal subsets of H which contain E and ordered by inclusion.
We need to know that £ has a maximal element. It suffices to show then by Zorn’s
Lemma, that every chain C in € possesses an upper bound in £. So, let C be such
a chain and define F' = (J .. C. We claim that ' € &£ and it is evident that
C CFforal C ecC.

It suffices to check the claim. Obviously /' O E, so it remains only to show
that F' is an orthonormal set. Let f € F, then f € C for some C' € C. So f
must be a unit vector. Next choose two distinct vectors f; and fy in F'. Then
f1 € Crand fy € C5 for some Cy,Cy € C. But C is a chain, so either C; C
or Cy C (. We suppose without loss of generality that the former holds. Then
fo € Cyand f; € C7 C (5. So, using the fact that Cy is orthonormal and that
f1 # fo we have f; L f5. We have just shown that F' is orthonormal.

We conclude that £ possesses a maximal element B. We clain that B is a
maximal orthonormal set. Indeed if there were a larger one, then it would also
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contain £ since already £ C B and hence would be in £. But B is maximal in £.
[

We need a theorem that characterizes orthonormal bases.

THEOREM 85  Let (en)acr be an orthonormal set in a Hilbert space H. Then
the following are equivalent.

() (eq)aer is an orthonormal basis.
(i) The closed linear span M of (e4)acr is the whole of H.

(iii) The identity
> e, )* = [z
a€cl

holds forallz € H.

(iv) The identity

> (Y, ead(eas 1) = (y,7)

acl

holds forall x,y € H.

Proof.

(i) = (ii). If not, then M+ # {0y}. So, there is a unit vector e € M~*. So,
(e,e) = 1, (e,eq) = O forall @« € I and (e,,e) = 0 for all @ € I. Given
that (e4)aer is an orthonormal set, these are the conditions needed to ensure that
{e} U {eq; @ € I} is also an orthonormal set. So the maximality of (€ )aer is
contradicted.

(ii) = (i). We are assuming that M = H and that e is a vector which together
with (€4 )aer still gives an orthonormal set. Then (e, e,) = 0. Therefore (e,v) =0
where v is in the linear span of (e4)aer. Now, taking limits along a sequence of
such v we have (e,z) = 0 for all x € M. So, in particular, this holds for z = e
and we obtain 1 = (e, e) = 0. This contradiction establishes the claim.

(ii) == (iii). By Theorem 82 item (iii), we have from the fact that orthogonal
projection on M is the identity mapping

T = Z(ea,x>ea

ael
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and indeed, this is a norm convergent sum. Let sy be a partial sum of this series
corresponding to a finite subset F' of I, then we have sp — =z in the sense of
unconditional convergence and a calculation gives

Isell* = (spsp) =Y > {ea, ) (e, 2)(eares) = D [{ea, 7]
ael pel aclF

, we have the

since (eq,e3) = 1if o = [ and 0 otherwise. Since ||sp| —
desired equality.

(i) == (iv) follows by essentially the same argument.
(iv) = (iii) follows by setting y = x.

(iii) = (i). Let e be a vector which together with (e, )aer still gives an ortho-
normal set. Then we have

L=lel* =) lea e)? =0

acl
This contradiction completes the proof. |

There are some important consequences of this result and the existence of
orthonormal bases.

COROLLARY 86

(i) If H is a finite dimensional Hilbert space, then it is linearly isometric to d
dimensional Euclidean space R? or C¢, depending on the field of scalars
and where d = dim(H).

(ii) If H is infinite dimensional, but separable Hilbert space, then it is linearly
isometric to (* over the appropriate field of scalars.

Proof.  Statement (i) follows directly from Theorem 85. Statement (ii) follows the
same route, but we need to be sure that there is a denumerable orthonormal basis.
So, let (€a)acr be an orthonormal basis and let (;)32, be a sequence dense in H.
—e5]]* = |leall® + |lesl|* = 2. For each a € I,
choose a value j = J(« ) such that [|eq — ()| < 1/2. Then, obviously J is
one-to-one as a mapping .JJ : I — N. This is because J(a) = J(B) will imply

V2 = lea = esll < llea = 2yl + lles =zl <1

So, I must be countable. It cannot be finite, so it is denumerable. [
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6

Convergence of Functions

In this very brief chapter, we look at the different ways that functions can con-
verge. Let (f,)22; be a sequence of measurable functions defined p-almost every-
where on a measure space (X,F,u). Let f be a potential limit function also
defined p-almost everywhere. Then we can consider f,, — f in a number of
different senses.

e Convergence in p-mean: ||f, — f||, — 0asn — oo. It is understood
that 1 < p < o0.

e Convergence p-almost everywhere: f,(z) — f(x) on the set X \ N
where N € F and p(N) = 0. It is understood that N contains the sets
where f,, and f are not defined. This kind of convergence is called almost
sure convergence or convergence with probability one in the probabilis-
tic setting.

e Convergence in measure: p({x; |f(x)— f.(z)| > t}) — Oand n — oo
for each ¢ > 0 fixed. In the probabilistic setting, this is called convergence
in probability. This is a rather weak type of convergence, but very heavily
used.

One further type of convergence is also of importance in probability theory.
This is convergence in distribution. It is equivalent to the pointwise convergence
of the distribution functions of the random variables concerned. This is a different
setting, because the f,, and f can be defined on different probability spaces.

LEMMA 87  Convergence in mean implies convergence in measure.
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Proof. This is a consequence of Tchebychev’s inequality.

=Sl

pls [f(@) = ful)] 2 1)) = =

as n — oo with ¢t > 0 fixed. ]

0

THEOREM 88 (EGOROV’S THEOREM)  Let (X, F, i) be a finite measure space
ie pu(X) < oo. Let f, — [ p-almost everywhere. Let 6 > 0. Then there is a
set N with u(N) < ¢ and such that f, — f uniformly on X \ N. In particular,
on a finite measure space, convergence almost everywhere implies convergence in
measure.

Proof. Let F' be the set on which convergence fails. Let ¢ > 0, and define
Sm(€) = {z;|fulz) — f(z)] < eforalln > m}. Clearly S,,(¢) increases with
m and

X\ FC G S (€).

Therefore, u(X) = (X \ F) = supSe_; u(Sm(€)) and, since we are in a finite
measure space, inf>°_; (X \ Sp,(€)) = 0. Now, let 6, = 2756 and ¢ | 0.

Working with £ = 1, we can find m; such that
(X N\ Sy (1)) <6y

For k = 2, we can find my > m; such that

(X N\ Sy (€2)) < 02

For k = 3, we can find m3 > ms such that

(X \ Sig(€3)) <3

Let now S = (o, Smy(€x)), then (X \ S) < Y72, 0p = 0. We claim that
convergence is uniform on S. Indeed, let € > 0. We find k such that ¢, < e.
Then n > my, implies that | f(x) — f,.(z)| < eforn > my and x € S. We take
N=X\S5. u

Egorov’s Theorem fails even in the o-finite case. Let f = 0 and f,, = L, o
with p Lebesgue measure on the line. Convergence holds everywhere, but for
each n we have |f — f,,| = 1 on a set of infinite measure.
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Finally, we remark that there are no obvious implications between convergence
in mean and almost everywhere convergence. Either can hold without the other.
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Fourier Series

Fourier came upon Fourier series in his search for a solution to the heat equation.
The idea actually generalizes in a variety of ways and is central to a lot of advanced
analysis. The simplest way of coming to grips with the subject is via orthonormal
series.

The space on which the action takes place is the circle T which we can realize
in several ways. One is as R/27Z which is the quotient group of the real line
by the subgroup {27n;n € Z}. In this model, functions on T are thought of as
functions on R which are 27-periodic, i.e.

f(z+2n7) = f(x), Vn € Z.

Another model of T is the interval [0, 27] with the endpoints identified and yet
another is as the interval [—7, | with the endpoints identified. We work with the
Lebesgue o-field £ on T and the normalized linear measure 7. The normaliza-

tion gives the circle T a measure of 1. So, we have say dn(t) = 2—dt on [0, 27].
7r

Everything hinges on the function e, (t) = ™ for n € Z.

1 ifn=0,

LEMMA 89  We have/endn = {0 ifn 0

Proof. The case n = 0 follows from e, = 1. For the case n # 0, we use

1 2m
/ endn = — <cos(nt) +1 sin(nt))dt

2m Jo

=0.

1 [sm(nt) ,Cos(nt)] o

= — —1
2T n n

0
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We now have

LEMMA 90  The set of functions (e, )nez is an orthonormal set in L*(T, L, 7).

Proof. We have (e, e,) = /@endn — /en—mdn _ {(1) EZ ; Z .

THEOREM 91  In fact, (e,)nez is an orthonormal basis in L*(T, L, n).

Proof. 'We consider the set of functions

A= {Z ay cos(kt) + Z bpsin(kt);n € N, ay, b, € R}
k=0

k=1

It is fairly straightforward to verify that A is closed under pointwise linear combi-
nations and pointwise products. To see this for the products, we need identities
like )

cos(kt) cos(lt) = 5 ( cos((k — 0)t) + cos((k + 5)t)>.

We leave the full justification to the reader. It is also clear that the functions of
A separate the points of T. So, by the Stone—Weierstrass Theorem, A is dense in
the real-valued C(T) for the uniform norm. But C(T) is dense in the real-valued
L*(T,L,n). So, A is dense in the real-valued L*(T,L,n). Finally, it follows
that the linear span of (e, ),ez is dense in the complex-valued L*(T, £, 7). Since
we already know that (e, ),ez is an orthonormal set in L*(T, £, n), we have the
desired conclusion. |

We define
fl) = (en ) = [ @tdn

the n™ Fourier coefficient of f. It is actually well-defined if f € L(T,L,n).
Usually with Fourier series we work with symmetric partial sums Sy f defined by

Sxft) =3 fnea(t).
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COROLLARY 92 (PLANCHEREL'S THEOREM) Let f € L*(T,L,n). Then we
have

o f= Z<€”’ f)en. as an unconditional sum in L*(T, L, ).

nez
e Syf — finL? normas N — co.

o IFIE = X ew Deal = 32| F0)]

nez nel

7.1 Dirichlet and Féjer Kernels

We define
N

Dy(t)= Y ent) =

n=—N

sin(N + $)t
sin %t
obtained from summing a geometric series. This is the Dirichlet kernel. For the

Féjer kernel, we have

N

En(t)= ) ( —%) en(t):%.

13

Note that the terms n = £V are not needed in the sum. The key to establishing
this awkward summation is

N-1 - (Nt
> el = S
0 SH1§

obtained again by summing a geometric series. Taking the absolute value squared
gives the desired result. One needs to verify that

S a0 =33 et = 3 (N [nl) enlt)

which is proved by counting terms.

The Dirichlet kernel is badly behaved and so, correspondingly are the partial
sums of Fourier series. The Féjer kernel, on the other hand is an example of what
we call a summability kernel and it has nice properties. These are
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[ ] HKNH1 =1.
e Ford > 0 fixed, we have [, s Kn(t)dn(t) — Oas N — oc.

The first of these conditions is obvious. For the second we have

1Kl = / K (£)dn(t)

- /niv <1 . %) en(t)dn(t)

_ i (1—%)/6,1@)617;@):

n=—N

because only the term n = 0 in the last line survives. For the final condition, we
need to get our hands dirty. We work on [—, 7]. We have

sin?(2) 1 w2
t

Knlt) = N31§ = =

2

2
using the inequality sin(u) > —u for 0 < u < 7/2. Thus,
7T

Kn(0dn(t) = o~ [ Kn(t)d

[t[>6 |t|>6

/KN

71_
< — —dt
o 5 Nt2

=N 151 —0 asn — o0.

Next, we'll introduce the convolution product . Eventually, this will be defined
for f,g € L*(T, L,n). We set

fglt) = / £t — $)g(s)dn(s).
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The difference t — s is taken modulo 27. The key fact about convolutions that we
need at the moment is

enx f = f(n)e,

and this is straightforward to verify.

e () = / enlt — ) (s)dn(s) = / e ()en(3)  ()dn(s)

— [@Er s ) = Foe o
We'll start by showing the following theorem.
THEOREM 93 Let f € C(T). Then Ky x f — finC(T) as N — oo.

Proof. The proof of this result should be compared with the proof of the Bern-
stein Approximation Theorem. The idea that is used is exactly the same. The first
step is to capture the cancellation. We have

(=K £)(O) = 50~ [Kalt=9)f(s)dnts) = [Kolt=5) (50 1)) (o)
because /Kn(t — s)dn(s) = 1. Next, we put in the absolute values.

|f = Ko+ fI(2)

< [Kalt = 9|10 - £65)|ants)
:Am (t— )| 7(t) - <s>\dn<s)+/|tsl>5 (t = 9)| £(t) = (3)|dns)

we(0 K, (t —s)dn(s) + 2| f|leo K, (t —s)dn(s
sf<>/ (t >n<>+HfH/| (t — s)dn(s)

t—s|<§ t—s|>6
using | f(t) — f(s)| < wg(6) for [t — s| < dand |f(t) — f(s)| <2 f]l always.
< wy(6) + 27 fllon 167"

Let € > 0. Then first choose § > 0 so small that w¢(d) < €/2 and then, choose N
so large that 27| f||oc N 7107 < €/2. We find that

|f = K% fI(t) <€
for all m > N. Note that NV does not depend on ¢ so that convergence is uniform.
n
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7.2 The Uniform Boundedness Principle

In this section we will develop the uniform boundedness principle which is an ab-
stract principle which applies to Banach spaces (complete normed vector spaces).
We will then see how that principal can be applied to show that there exist func-
tions f € C(T) such that S, f fails to converge to f even in the pointwise sense.

We will need some general ideas from Banach space theory. First of all, recall
that if u is a continuous linear form on a Banach space B, (i.e. a continuous linear
mapping from B to the base field, R or C) then there is a constant C' such that
|u(z)| < C||z||p. The smallest constant C' that works is taken to be the norm of
u. Precisely

lullpr = sup fu(z)]
reEB
=l 5<1

It can actually be shown that the linear space of all bounded linear forms u on
B can be made into a Banach space with this norm, but we do not need this fact
here.

THEOREM 94 (UNIFORM BOUNDEDNESS PRINCIPLE)  Suppose that (u,)5 ; is
a sequence of linear forms on B such that for every fixed v € B, the sequence
(un ()52 is a bounded sequence of scalars. Then there is a constant C' such that
lun|lgr < C foralln € N.

Proof. The proof is non obvious and depends on the Baire Category Theorem. It
should be compared with the Open Mapping Theorem. For £ € N we define

Ay ={z;x € B,|up(x)| <k Vn e N}

Then Ay is a closed subset of the complete normed space B for every k € N
because each u,, is continuous and an arbitrary intersection of closed sets is closed.

By hypothesis we have
B =] A
k=1

So, according to the Baire Category Theorem, there exists & € N such that Ay has
nonempty interior. From now on in this proof, we denote by k that specific k.
So, there exists x € B and t > 0 such that Ug(z,t) C Aj. But Ay is a symmetric
(ie. x € Ay = —x € Aj) convex set. So, using first the symmetry, we have
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Up(—x,t) C Ag. Now we use the convexity. Let y € Ug(0p,t). Then we can
write

y=%((fb+y)+(—x+y))

and x4y € Ug(zxz,t) C Ayg. So, by convexity of Ag, y € Ag. So, certainly, for
alln € N .
Iyl < 5 = lun(y)l < &

and indeed, by scaling

2k
Iyl <1 = fun(y)l < —

So, the conclusion holds with C' = %

The next step in this saga is to compute a lower bound for the L! norm of the
Dirichlet kernel.

LEMMA 95 We have the lower bound
N—1
4 1
D > E S
1Pl = 2 p k+1

for the L* norm of the Dirichlet kernel. In particular, these norms are not bounded
inN.

2k

2N +1
k runs from 1 to 2N. The first N of these zeros are in the interval [0, 7] where the

denominator in the Dirichlet kernel is nonnegative. We can therefore write

/”lSIH(NJr 3)t]

sin 1t

Proof. Note that the zeros of the Dirichlet kernel Dy (t) occur at t = as

| Dl = / D ()ldn(t) = it

2(k+ 1w

N1 Sln N + =
Z [ v
2k sin = t

2N+1

We change variable using (N + 3)t = km + s, which now gives

sin s

k7'r+s
2N+1

1
s

0 sm
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: . [ kr+s (k+ 1)
d indeed < for0 < s <
and indee ,sm(2N+1>_ SN T 1 or0<s<m
-1
1 2N +1
> — . 1 0 _; /smsds
T o W
N—
4 1
_F;k—l—l'

PROPOSITION 96 There exists a function f € C(T) such that Sy f(0) is un-
bounded in N. In particular, the Fourier series of f does not converge pointwise.

Proof. The idea of the proof is to apply the Uniform Boundedness Principle to
B = C(T). We define continuous linear forms u,, on B by

wnlf) = S f(0) = / D, fn.

If we can show that the norms of the w,, are unbounded, then it will follow that
there exists at least one element f € B = C(T) such that u,(f) is an unbounded
sequence of scalars. In particular then w, (f) = S, f(0) cannot converge as n —
= ||u, || g and the proof is complete. n

7.3  More about Convolution

If f,g € L}(T, L,n), then we have

[1s11glan= [ [156 = )lats)lantsyanco
= [ [ 15 = ollg(s)anttyants)

by applying Tonellis Theorem

= [1a) [ 176t~ s)lan(trints)
- / lg(s)| / |f(®)]dn(t)dn(s)

because 7 is translation invariant on T

= I/ lxllglls-
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It follows that for almost all ¢, the integral [ |f(¢t —s)||g(s)|dn(s) is finite. Hence,
frg(t)i < [I7lxllgll:-

To understand what the convolution actually is, we should verify the following
identity. Let now h € L>(T, £, 7). Then

/U*m /f h(t + s)d(n @ n)(t, s). (7.1

This is a consequence of Fubinis Theorem

[t oanwint) = [ [ = s)gls)ints)ntudnta)
//fu—s )()eip (1))
= [ [ sgtsine + syanteyins)

after substituting u = ¢ 4 s in the inner integral and using the translation invariance of 7
= [ sgsinte + )it @ )(e.s)

This can even be expressed in the form

/ (f % ) (O h(t)dn(t) = / Wt + s)d(f-n® g-m)(t, 5).

where we have used the notation f -  for the measure f - n(A) = [ 14fdn for
A € L. We leave it as an exercise for the reader to show that f n actually is a
measure.

This last formula suggests what we should now check, namely that f x g =
g = f. This uses both the translation invariance and the reflection invariance of 7.
We have

(Fr9)®) = [ £t~ s)g(s)ints)
/f gt + v)dn(v)

by using v = s — ¢ and translating the measure 1 by ¢
= [ gl ~ wdnta)
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by using u = —v and reflecting the measure 7
=g f(1).

What is the connection between convolution and the Fourier coefficients. We
put h(t) = e,(t) in (7.1).

—

(Fram) = [(F g Oe@in
— [ $gs)entt T Sl 0) (e,
— [ sgte)mentsidn s nie.s)
/f eall)dn(t) /<> E)dn(s)
() - §(n).
So, the Fourier coefficients of the convolution product are just the pointwise prod-

ucts of the Fourier coefficients.
Finally, in this section we will prove the uniqueness theorem.

THEOREM 97  Let f € LY(T, L, n) and suppose that f(n) = 0 for all n € Z.
Then f = 0in L', (i.e. ft) = O for almost all t).

Proof. Let p(t) = SN pnen(t) be a trigonometric polynomial. Then, we
have

N

[ i) = 3 v [ st = 3 mf-m =o.

n=—N
Now, let g € C(T) and consider g, = K,, x g. Now it is easy to see
e g, is a trigonometric polynomial.
® g, — g in the uniform norm by Theorem 93.

It follows that [ f(¢)g(t)dn(t) = 0 forall g € C(T). Hence f is the zero element
of L' by Proposition 65 completing the proof. |
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n 2
COROLLARY 98  If fe LT, L,n) and Z ’f(n)’ < oo, then f€ L*(T, L,n).

neL

Proof. letg=7>_ ., f(n)e, as an unconditional sum. Then g € L? C L. Also

f(n) = g(n) for all n € Z. We now apply the Uniqueness Theorem to f — g and
deduce that f = g € L. n

COROLLARY 99 (RIEMANN-LEBESGUE LEMMA)  If f€ LY(T, L, n), then

lim f(n)=0.

|n]—o0

Proof. W clearly have || f||sc < ||f]|1. This tells only that f is bounded. How-
ever, L?(T, £,n) is dense in L*(T, £,n) and we have f € Cy(Z) for f € L% For
general f € L', find f, € L? with f,, — f in L' norm. Then f, — f in the

uniform norm. But since f, € Cy(Z) and Co(Z) is closed for the uniform norm
(in all bounded functions on Z), we see that f € Cy(Z) as required. |
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8

Differentiation

We start with the remarkable Vitali Covering Lemma. The action takes place on
R, but equally well there are corresponding statement in R¢. We denote by p the
Lebesgue measure.

LEMMA 100 (VITALI COVERING LEMMA)  Let S be a family of bounded open
intervals in R and let S be a Lebesgue subset of R with p(.S) < oo and such that

SgUL

IeS
Then, there exists N € N and pairwise disjoint intervals Iy, I5, ... Iy of S such
that

N

p(S) <4 (). (8.1)

n=1

Proof.  Since pu(S) < oo, there exists K compact, K C S and pu(K) > 3u(9).

Now, since
Kcl|JI
Ies

there are just finitely many intervals Jy, Jo, ..., Jy with K C Uff:l Jm. Let
these intervals be arranged in order of decreasing length. Thus 1 < m; < my <
M implies that p(Jp,) > wu(Jm,). We will call this the J list. We proceed
algorithmically. If the .J list is empty, then N = 0 and we stop. Otherwise, let I
be the first element of the J list (in this case .J;). Now, remove from the J list,
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all intervals that meet [; (including I; itself). If the J list is empty, then N =1
and we stop. Otherwise, let I5 be the first remaining element of the J list. Now,
remove from the J list, all intervals that meet /5 (including I itself). If the J list is
empty, then N = 2 and we stop. Otherwise, let /5 be the first remaining element
of the J list. Now, remove from the J list, all intervals that meet I5. ..

Eventually, the process must stop, because there are only finitely many ele-
ments in the J list to start with. Clearly, the I, are pairwise disjoint, because if
I,,, meets I,,, and 1 < n; < ny < N, then, immediately after I,,, was chosen, all
those intervals of the J list which meet I,,, were removed. Since I,,, was even-
tually chosen from this list, it must be that 7,,, N I,,, = 0. Now, we claim that
for every J,, is contained in an interval I} which is our notation for the interval
with the same centre as [,, but three times the length. To see this, suppose that
Jm was removed from the J list immediately after the choice of I,,. Then J,,
was in the J list immediately prior to the choice of /,, and we must have that
length(Jy,) < length(I,) for otherwise J,, would be strictly longer than I,, and
I,, would not have been chosen as a longest interval at that stage. Also J,,, must
meet I, because it was removed immediately after the choice of I,,. It therefore
follows that J,,, C I*.

So, K C U%:l Im Ur]:[:1 I} and p(K) < ZnNzl u(ly) =3 Zgzl p(In). 1t
follows that (8.1) holds. ]

8.1 The hardy-Littlewood Maximal Function

We now get an estimate for the Hardy-Littlewood maximal function. Let us define
for f € LY(R, L, p)

1 x+h
M f(z) = sup — / f(t)dt'.
n>0 20 | Joop
It is not completely obvious that M f is measurable, so let us address that
z+h
issue. We will show that for each fixed x, the map h — o f(t)dt is con-
x—h

tinuous on h > 0. A consequence is that it suffices to take the supremum over the
set of all positive rational h and the supremum of a countable family of measurable
functions is measurable. It will be enough to consider z = 0.

1t
LEMMA 101 Let f € LY(R, L, ;). Then h — ﬁ/ f(t)dt is continuous on
—h
h > 0.
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Proof. Let k), = %]1],;%;1[. Let b > 0 be fixed and let (h;) be a sequence with
th < hj <2hand h; — has j — co. Then, it is easy to check that

e kp,(t) — kn(t) except possibly if ¢ = +h and in particular, almost every-
where. It then follows that ky, (t) f(t) — kn(t)f(t) for almost all ¢.

o sup; |kp, —kp| < A" pointwise. It follows that sup; [ky,, — kp[|f| < 71| f]
pointwise and we observe that =] f| is integrable.

Thus, by applying the Dominated Convergence Theorem, we find that

I I
Q—hj/_hjf(t)dt—> ﬁ/_hf(t)dt

as required. |

THEOREM 102 We have pu({z; |M f(z)| > s}) < 4s7|f]-

The result says that M f satisfies a Tchebychev type inequality for L. It is
easy to see that we do not necessarily have M f € L'. For example, if f = Ly,

then we have
1 if |z] < 1,

Mf(z) = 1
lz| + 1
and M f is not integrable even though f is.

if |[x] > 1.

Proof.  First of all, there is no loss of generality in assuming that f > 0. Leta € N
and let S = [—a,a|N{x;|M f(x)| > s}. Let S be the set of intervals |z — h, 2+ h[
such that

1 x+h

o) f(t)dt > s. (8.2)

Then if z € S there is some h > 0 such that (8.2) holds and so |x — h, x + h[is in
S. Hence the hypotheses of the Vitali Covering Lemma are satisfied. We can then
find N disjoint intervals I,, =|x,, — hy, 2, + hy[ such that p(S) < 8 ZnN:1 Iy
But

N N
253 1<y [
n=1 n=17%

N
f(t)dt = / (Z ﬂ]xn_hn,xn+hn[> fdp < | fllx
n=1
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Note that the disjointness of the intervals is key here. It is used to show that
ZnN=1 Wiz —hamthn[ < 1. It follows that p(S) < 4s7H| f|l1. Now it suffices to let
a — 00 to obtain the desired conclusion. |

8.2 The Martingale Maximal Function on R*

This section develops a similar theorem with a different and instructive proof.
We work on [0, 1] with the Lebesgue field, we'll call it F and linear measure
p. A dyadic interval of length 27" is an interval [(k — 1)27", k27" for k =
1,2,...,2% and n = 0,1,2,... The maximal function we deal with here for f €
LY[0,1], F, ) is

Mf(z) :Supﬁ/ﬂzfdu

where the sup is taken over all dyadic intervals that contain x. There is a more
succinct way of writing this maximal function

Mf(x) = sip [Ex, f|

where F,, is the o-field (its actually a field) generated by the dyadic intervals of
length 27" Note that for given x € [0,1[ and n € ZT there is a unique dyadic
interval of length 27" to which z belongs.

To get further, we need to develop the probabilistic setting. A sequence of
o-helds Fp € Fy € F, C ---is called a stochastic base. The o-field F,
contains those events that can be formulated at time n. The o-field F is the
o-field generated by the union of all the F,,, and contains all possible events. In
our case, times 7 are nonnegative integers and we can imagine tossing a fair coin.
So, at time 1, we toss the coin and if it ends up heads, we are in [, 1] and if it
comes up tails, we are in [0, 3[. At time 2, we toss again and we place in the upper
half of the interval if we have a head and the lower half if we have a tail. The
tossing is repeated indefinitely. Thus, if the result of the first 5 tosses is HTTHT,
we are in the interval [3 + ¢, 5 + 15 + 35.

Probabilists need to consider random times. In our case, these are mappings
from the sample space [0, 1] to the time space Z* U{oo} which are F measurable.
However, there is a very special class of random times called stopping times. We
can think of a gambler who is following a fixed strategy. The quintessence of being
a good gambler is knowing when to quit. But if the gambler is to quit at time n,
then his decision has to be based on the information that is available to him at
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time n. If he were able to base his decision of whether to quit or not at time n
on the information available at time n + 1, then he would be clairvoyant. So,
a stopping time is a random time 7 : [0, 1[— Z* U {oco} with the additional
property
{z;7(x)=n}eF,, n=012...
This also implies
{z;7(x) = 0} € Foo = F,

and in fact, you can make this part of the definition if you wish.

Let 7 be a stopping time. We ask, what information is available at time 7.
Well, an event A € F can be formulated at time 7 if and only if

An{z;7(z)=n} €F,, n=0,1,2,...

The collection of all such events A defines a o-field F, (prove this). This idea
does not make a whole lot of sense for random times (the whole space need not
be in F,), but it does make sense for stopping times. Now, since F is a o-field ,
it has an associated conditional expectation operator E£,. The next thing to show
is that

Er.f= (Z Ui @)=ny Br, f ) + Lair(@)=s0} f
n=0

We now have enough information to start to tackle the maximal function. Let
f € LY([0,1[,F,u) and f > 0. Fix s > 0. We define 7(z) to be the first time n
that E£, f(x) > s. If it happens that Eg, f(z) < sforalln =0,1,2,... then we
have 7(x) = oo. This is a stopping time because 7(z) = n if and only if

Er f(z) <s, fork=0,1,....,n—1

and
Ez f(z) > s
These conditions define an event in F,,.
The key observation is that Ex_ f(z) > s on the set {z;7(z) < oo} =
{z; M f(x) > s}. So,

p{a M f(z) > s}) = p({z: Ex, f(2) > s}) < s Ex fllo < 57 fll

This is the analogue of Theorem 102. There are interesting parallels between, for
example the use of longest intervals in the Vitali Covering lemma and the stopping
time being the first time that Ez, f(z) > s. One final caveat. This argument does
not show that M f € L' (a false statement in general) because the stopping time
7 depends on s.
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8.3 Fundamental Theorem of Calculus

THEOREM 103 Let f € L'(R) and define F(z) = [ f(t)dt. Then F'(x)
exists and equals f(x) for almost all x € R.

Proof. let e > 0 and write f = g + h where ¢ € C.(R) and h € L' with
[|Alli < e. Let us also define G(x) = [ g(t)dt and H(x) = [ h(t)dt. Then
F(z) = G(x) + H(z). Now consider

lim sup Fla+ ti — F(z) — f(z)
t—0
< lim sup Glo + ti —Gl) _ g(x)| + lim sup Hiz+ ti —Hl@) h(z)
t—0 t—0

Now, the first lim sup on the right is zero, by the Fundamental Theorem of Cal-
culus, because g is continuous. So,

lir?jslp F(x—l—ti—F(x) )| < lir?j(}lp H(:E—f—ti—H(x) ~ h(z)
§|h(96)|+stl;£) H(z+t)— H(x)

T+t
< |h(z)| + supt_l/ |h(s)|ds
t#0 T

x+t
< |h(@)| + supt~! / Ih(s)|ds

t>0 —t
= [h(z)| + 2M|h|(x)
Let 0 > 0 and consider the set

F - F
As = {x; limsup (z+?) (z)
t—0+ t

— f(z)| > 6}

Now, if # € Ay, then either |h(x)| > 36 or M|h|(x) > 6. The first possibility
occurs on a set of measure at most 3¢5~ * (by the Tchebychev Inequality) and the
second on a set of measure at most 12¢5~! by Theorem 102. So, the measure of
Ay is bounded by 156571, But A5 does not depend on e, so letting ¢ — 0+, we
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find that As is a null set. Finally, taking a sequence of positive Js converging to

F ty—F
zero, we find that {z; lim sup (x +1) (x)
t—0+ t
The result follows. .

— f(x)| > 0} is also a null set.

8.4 Jacobian Determinants and Change of Variables*

We start with the following simple Lemma.

LEMMA 104  Let P be a parallelepiped contained in a ball of radius R in R¢.
Let P, = P + B(0,r), that is the set of points that lie within distance r of P.
Then, for Lebesgue measure y,

u(Py) < p(P)+ Car(R+r)™,

where C, is a constant that depends only on the ambient dimension d.

Proof. We'll give the proof in the case d = 2 and the reader will find that it
generalizes easily to higher dimensions. Let x € P, \ cl(P). Then the distance
from x to cl(P) is strictly positive and there is a nearest point y of cl(P) to z.
Clearly, points on the line segment from z to y with the exception of y itself are
not in cl(P), So y is a boundary point of cl(P) and hence also a boundary point
of P. Thus, x lies within distance r of OP. Now, § P has 4 faces (2¢ faces in d
dimensions). Each face is contained in an interval of length at most 2R (in general,
a ball of radius R, cut by a hyperplane). So, the set of points within distance 7 of
OP has measure bounded by 16 Rr + 47r? (in general, Cyr(R + r)¢~! for some
suitable C). ]

Another interesting lemma is the following.

LEMMA 105  Let U be an open subset of R4~ and f : U — R® be a Lipschitz
mapping. Then f(U) is a Lebesgue null set.

Proof. We write U as a countable union of (d — 1)-dimensional cubes in R4,
Fix one of these (d — 1)-dimensional cubes @ of side s. It is enough to show
that f(Q) is Lebesgue null. Now, let N € N and split up this cube into N¢~1
equal (d — 1)-dimensional cubes of side sN~!. Since f is a Lipschitz mapping,
each of the smaller cubes maps into a d-dimensional ball of diameter MsN~!
where M is the Lipschitz constant of f. So, f(Q) is contained in a set of measure
CyNTHMsN—1) Now let N — oo. ]

119



COROLLARY 106 It is impossible to find a Lipschitz mapping f : [0,1] —
0, 1] x [0, 1] which is onto.

PROPOSITION 107  Let U be a bounded open subset of R%. Let f : U — R?
be a C* injection with the property that df, is nonsingular for every x € U. Let
K be a compact subset of U (typically a large chunk of U). Let € > 0. Then there
exists 6 > 0 such that

p(f(Q)) < (I det(dfe)| + )u(@Q) (8.3)

for any cube Q) C K, centred at £ of side less than ¢.

Proof.  First we assume without loss of generality that e < 1. Next we use the
compactness of K and the continuity of x + df, to establish the boundedness
and uniform continuity of df .

e There exists a constant M such that ||df;||op < M forallz € K.

e For every € > 0 there is a constant 6 > 0 such that ||df, — dfellop < €
1
whenever x, ¢ € K and ||z — &|| < d24.

Now let ) be a cube contained in K, let £ be the centre of @ and = € Q.
Then

1f(z) = FON < Mz =]

since the line segment joining x and & lies in ) and hence in K. This uses a
standard estimate, see the MATH 354 notes for example.

We use the symbol C; to denote a constant depending only on the ambient
dimension d, but the constant may change with different occurrences of the sym-
bol. With this convention, we can write that f(Q) is contained in a ball of radius
CyMside(Q).

The second statement above is used to obtain a uniform differentiability con-
dition. Let 2(t) = (1 —t){ +tx and ¢(t) = f(x(t)). Then, ¢'(t) = dfzu)(z — &),

1
and it follows that ||¢/(t) — dfe(x — &)|| < €l|lx —&]| for ||z — || < d26. We now
have



= /01 o' (t)dt

1
= / dfx(t)<:lj' — f)dt
0
so that

1f () = F(§) = dfe(z = | < ellz = £]]

1
for ||z — &|| < d26. Now, let g(x) = f(§) + dfe(z — £) an affine (constant plus
linear) mapping. Then for z in the cube @) with centre £ and side < § we have

£(Q) € 9(Q) + B(0, d2eside(Q)).

But g(Q) is a parallelepiped and it follows from Lemma 104 that

W(F(Q)) < 1(9(Q)) + Cal Culside(Q) + dZeside(Q))'dZeside(Q)
< u(9(Q)) + Careside(Q)" = (| det(dfe)| + Cuare ) u(Q)

So, after rescaling €, the result is proved. |

PROPOSITION 108  Let U be a bounded open subset of R?. Let f : U — R?
be a C'" injection with the property that df, is nonsingular for every x € U. Let g
be a nonnegative continuous function on f(U). Then

/ g(2)du(z) < / g0 F(x)| det(df.)|dp(z)
f(U) U

Proof. Let W be an open subset of U with cl(IW) C U. Then, it will be enough
to show that

/ g(o)du(x) < / g0 f(x)| det(df.)|du(z).
fF(W) w

Then, taking a sequence of suitable W increasing to U the desired result will
follow from the Monotone Convergence Theorem. (There’s an exercise here. If
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U is a bounded open subset of R show that there exist a sequence (W},)2°; of
open subsets of R? such that cl(W;) C U and J,—, Wy, = U )

So, let the K of the previous proposition be cl(I¥). Given ¢ > 0, choose § > 0
such that (8.3) holds and the oscillation of both go f and = +— g(f(x))| det(df.)|
over a cube () of side < § is < e. We split up W into countably many disjoint
cubes Q; with side less than ¢'. The boundaries of these cubes are irrelevant, (i.e.
u(f(0Q;)) = 0), this is a consequence of the fact that f is a Lipschitz mapping
and Lemma 105. Now we can approximate each of the integrals with sums as
follows.

| a0 r@ldes@)ldnt) = 3 g0 )| det(dfe ) Q)| < ()

and

/f o SN =D g €@ < enl V)
j=1
Together with the estimate from (8.3), we get

/ g()du(r) < / g0 f(2)] det(df,)|du(z) + E
fw) w

where the error term FE satisfies
B < 26u(W) + en(F(W))

Letting ¢ — 0, we have the desired result because both W and f(W) are
bounded sets and have finite measure. |

THEOREM 109  Let U be a bounded open subset of R?. Let f : U — R< be a
bounded C" injection with the property that df, is nonsingular for every z € U.
Let g be a continuous function on f(U). Then

/ 9(x)dp(z) = / g0 f(z)| det(df)|du(z)
f(U) U

IThis is another exercise. Show that every bounded open subset of Euclidean space is a union
of closed dyadic cubes with pairwise disjoint interiors. There’s a canonical way of doing this — no
cube is included if its dyadic double (i.e. the unique dyadic cube with twice the side containing
the given cube) is contained in the given open set. For the purposes of this result, the larger dyadic
cubes (i.e. those with side > 0 need to be further subdivided, but this is easy.!
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Proof. 'We start by making the additional assumption that ¢ is nonnegative. We
remark that f(U) is a bounded open set and that f~! : f(U) — U satisfies
the same conditions as f. Therefore, applying Proposition 108, to f~! and = +—

9(f ()] det(df,)], we get

/ g0 f(@)] det(df,)|du(z) < / 9(2)] det(df -1 || det(df; )| dp()
U F(U)

- / 9(x)du(z).
f(U)

Because df j-1(, o df,; ! is the identity mapping by the Chain Rule. Combining
this with Proposition 108, we have the desired result in case g nonnegative. To
get the general result, we write g = g, — ¢g_ where g4+ = max(0,+g), apply the
preceding result to g+ and use the linearity of the integral. |
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9

Fourier Transforms*

In this chapter, we develop just the basics of Fourier transforms on the line, some-
times called Fourier integrals.

DEFINITION  For a function f € L'(R) we define the Fourier transform f to
be the function on another copy of the line which will be referred to as R given
by
flu) = / f(x)e ™ dx foru € R.
R

The integral is well defined since it converges absolutely.

Here we have denoted dx the Lebesgue measure on the line and the L' space
is taken with respect to the Lebesgue or the Borel o-field. Similarly we have L?
spaces defined on R, but for these spaces we take the measure 5-du. This is the
dual measure. The definition presented here is just one of several possible nor-
malizations — the one favoured by the French and the Russians. The Americans
define the Fourier transform according to a different normalization.

Everything we do in this chapter depends upon some standard integrals typi-
cally

1 Ll _L 2
\/—2_W/62 e dr = e 2 9.1
which can be established by means of contour integration in complex function
theory. If you know how to do this, then all well and good. If not, you will have

to take it on trust. More generally, we define for ¢ > 0

e 2

xr) = s
’Yt( ) t\/ﬂ
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in fact 4 is the Gauss kernel . Two further identities are obtained from (9.1) by
change of variables, namely

R 1

’Yt(u) - t\/ﬂ €

1,2 9 . 1,5 9
—2t T e—zumdx — 6_2t u

and
1 1 1,9 o

] 1o o 14—
o~ ux du = —2t u“ _jux du = —2t = )
/@%(u)e 2" /@e N ()

These formule represent the Fourier transform and the inverse Fourier transform
for the Gauss kernel.

LEMMA 110  The Gauss kernel v, is a summability kernel on R ast — 0+.

DEFINITION  For f and g suitable measurable functions on R, then the convo-
lution product f * g is defined by

f*g(x) = / £ — 1)9(y)dy.

PROPOSITION 111 The following scenarios are the most common.
@) f,g € L'(R). Then fxg € L'(R) and || f x glly < [ fll1]lgll1-
(i) f € LP(R), g € L'(R) with1 < p < oco. Then f g € LP(R) and
1f*glly < I fllpllglls-

(i) f € LP(R), g € L (R) with 1 < p < oo. Then f*g € L*(R) and
1f > glloo < fllpllglly-

Sketch Proof.

In (i) we verify that [[|f(z — y)|lg(y)|dydx < oo, which shows that the
integral defining f * g(x) is absolutely convergent for almost all = and that the
resulting function is in L'. This is exactly as in the Fourier series section.
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For (ii) we let X be a measurable set of finite measure in R, then

J A= taasfa = [{ [ 15 = las ftotlay

1
< meas(X) || f[|p[lglly < oo

and again we see that the integral converges absolutely for almost all . Now let
h be a nonnegative function in L, then again by Tonellis Theorem

[ m@lt = )llslduds < 17 1blal,

and Theorem 57 now gives that z — [[ | f(z —y)||g(y)|dy is an L function with
norm bounded by || f||,||g||1. The same is therefore also true of f x g.

There is another completely different approach to (ii). Let us consider the map
F:R — LP(R) defined by (F(y))(z) = f(x —y),1e. F(y) = T,(f), then by
Corollary 61, F'is continuous. If g is a continuous function of compact support,
then we can consider the Riemann integral

/ F(y)g(y)dy

the integrand being a continuous function on R taking values in the complete
space LP(R) and vanishing outside a compact set. This leads to

/7

Extending this function to g € L'(R) using uniform continuity and the density of
C.(R) in L*(R) we get a new definition of f x g satisfying the desired inequality.
As an exercise, the reader may show that this definition agrees with the previous
one.

Finally, for (iii), its easy to see that f % g is bounded in absolute value by
I fllpllglly- Infact, fxg is continuous. To see this, we observe first that T;(fxg) =
Ti(f) x g = f = Ti(g) and the result follows since if 1 < p < oo, then t — T;(f)
is continuous with values in L? and if 1 < p < oo, t — T}(¢g) is continuous with
values in L¥. =

dy|| < sup[[E@)lpllglls = lIfllllgll1-
P Yy

We remark also that a simple change of variables shows that f x g = g % f
when both sides are defined.
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9.1 Fourier Transforms of L' functions

It should be clear from the definition of the Fourier transform that f is a bounded
function for f € L'. If in addition f has compact support, then we can differ-
entiate under the integral sign as many times as we wish, so that f is infinitely
differentiable. Since L' functions of compact support are dense in the space of all
L' functions and since the Fourier transform is bounded from L*(R) to £=(Ry)

(i.e. the space of all bounded functions on R), we see that the Fourier transforms
of L' functions are necessarily continuous. In fact, slightly more is true, namely
the Riemann-Lebesgue Lemma in the context of the line. For this we will first
need the following lemma.

LEMMA 112 Let f,g € L'(R), then f/*\g(u) = f(u)j(u) forallu € R.

Proof. 'We have
Fesw = [ [ = yaty)e dyds
- / / F(z — y)g(y)e " dudy

by Fubinis Theorem and since f,g € L!

= [ [ 1@gtwe sy

by making a change of variables in the inner integral

= [ [ 1@t e sy
— f(w)g(w)

as required. |

LEMMA 113 (RIEMANN—LEBESGUE LEMMA) If f € LY(R), then f € CO(I@).

Proof.  Since ; is a summability kernel, 73 x f — f in L' norm as ¢t — 0+. But

A 1 ~
24242

Tox f(u) = Fuw) f(u) = e 237 f(u).
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So v+ f € Cy(R) since it is the product of a bounded continuous function with

a continuous function tending to zero at infinity. But ”yt/;” — f uniformly, and
it follows that f € Cy(R). |

9.2 Fourier Transforms of L? functions

We start with the following key result.

PROPOSITION 114 Let f € L'(R) N LA(R), then [ |f(x)*dz = [ |f(u)|?d.

Proof. Since f € L? and since 7 is a summability kernel, v; x f — f in L?
norm as ¢ — 0+. Therefore

[ [Tt = wutdyds — [ T@ e = 11

On the other hand since f € L1,

//f y)dydx //f Y)ve(x — y)dxdy
/ / / flz —‘t%ge’“ y;i dzdy
/ / / Flx)emf(y —wye—‘t2u2dxdyd—“
- [T
— / rf<u>|2;l—Z

by monotone convergence. ]

COROLLARY 115 Let f,g € L'(R) N L*(R), then

/m dq;_/f )5

Proof. The proof follows the same line as in the previous proposition. The only
difference is that the final step is justified using dominated convergence, since

now it is known that fg is in L*(R) since it is the product of two L? functions. m
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COROLLARY 116 (FOURIER INTEGRAL UNIQUENESS THEOREM) Let f be in
L'(R) and suppose that f(u) = 0 for allu € R. Then f is the zero element of L.

Proof. 'We have f/*\’yt(u) = f(u)Fi(u) = 0 forall u € R. So, since f x vy €
L' N L? and by Proposition 114 applied to f 7y, we have that || f * ([ = 0.
So, f %~ is zero almost everywhere. But f xv; — f in L! norm as t — 0+.
Therefore, f is zero almost everywhere. ]

At this point, we need to define the inverse Fourier transform. For a function
h € L'(R, 5=du), we define for z € R

. o d
h(z) = / h(u)eie 2L
2T
Obviously, this definition is very similar to the definition of the Fourier transform

(in that A(z) = %ﬁ(—x) and so, the uniqueness result above will also apply to
the inverse Fourier transform, namely

heL'(R), h=0 = h=0.
With this in mind, we can now prove the following famous theorem.

THEOREM 117 (PLANCHEREL'S THEOREM) The Fourier transform extends by
continuity to an isometry of L*(R) onto L*(R).

Proof. Most of the work is done. We extend the Fourier transform from L' N L?
to L2 by continuity. This defines a linear isometry from L2(R) to L2(R). It
remains only to show that the isometry is surjective.

The direct image of L2(R) in L2(R) is clearly complete (it is the isometric
image of a complete space). It follows that the image is closed in LQ( ). If it is not
the whole of L2(R), then we may find a nonzero element g of L2(R) orthogonal
to the image. Let f € L'(R) be arbitrary. We have

0= [S@rw

since fxv; € L' N L2,



= [ [s@stwe sy
[ [

by Fubinis Theorem and since g7%;, f € L',
- [@) @

Since this is true for all f € L!'(R), we have (g7;) " (x) = 0 for almost all x. Then
by the uniqueness of the inverse transform g4; = 0 and consequently g = 0. This
contradiction completes the proof. |

It is important to note that the Plancherel Theorem allows us to make an
interpretation of the integral
/f(x)e_i”’”dx

for f € L? even when the integral does not converge absolutely. Taken at face
value, this is something very mysterious.

9.3 Fourier Inversion

In this section we aim to prove two results about inversion.

THEOREM 118 (THE FOURIER INVERSION THEOREM) Let f € L'R) and
suppose that f € L*(R). Then (f)~ = f almost everywhere.

Proof. Suppose that ¢ € L'(R) N L*(R). Then certainly g € L*(R). Also
f*7: € L?. Therefore

@ ena)de = [ Gt iy

- / (D)) f(u >dxd—“

and letting ¢ — 0+ using dominated convergence since g € L*(R) and f € Ll(@)

/ 9(0)f (x)dx = / Mewxf(u)d:r;i—:
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Thus

[ (1)~ iy @)atagas o

forall g € L*(R) N L*°(R). Its now easy to see that f(z) = (f) (z) for almost
all z. |

The final result on inversion relates to the fact that we may extend the Fourier

~

inversion operator to an isometry from L?(R) to L*(R) as in the Plancherel The-
orem.

PROPOSITION 119 The resulting operator is the inverse of the extension of the
Fourier transform to L*(R).

~

Proof. Llet A : L*(R) — L*(R) be the extension of the Fourier transform of
L*N L% to L? and let B : L*(R) — L?*(R) be the similarly defined extension

of the inverse Fourier transform. Both of these operators are surjective isometries
and it will suffice to show that B o A(f) = f on a dense subset of L*(R). Let

f € LM(R) N LA(R). Then f v € L(R) N LA(R). Also f x~; = [ € L}(R)
since both f and 4; are in L?(R). By the Fourier Inversion Theorem

(f?t)v = [ >

Ast — 04, f7, — fin LQ(]IAR) since f € L2(I@) and by dominated convergence.
Since 7; is a summability kernel, f x; — f in L?(R). Therefore

B(f)=f

forall f € L'(R) N L*(R). But L*(R) N L*(R) is dense in L?(R) and the result
is proved. u
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9.4 Defining the Fourier Transform on L' + L?

Since we now know how to define the Fourier transform on L'(R) and L*(R)
separately, we can define it almost everywhere for the sum of an L' function and
an L? function in the obvious way.

DEFINITION  If f = f1 + fo with fi € L'(R) and f, € L*(R), then we define
flu) = Fulw) + A(fo) ()
and we see thatf € L™+ L% The definition is good since if f = fi+ fo = g1+ 9o

with fi, g1 € L'(R) and fy, g, € L*(R) then fi — g1 = go — fo € L' N L*. But
A(h) = h for functions in L' N L? and therefore

(fi—g1)" = Alg2 = f2)
and by linearity, this now gives fi + A(fs) = §i + A(ga).

EXAMPLE  Let f(z) = |2|7'** with 0 < Rz < 1. We have

/ |f(x)|de < / 2| dr < oo
|z|<1 lz|<1

since ®z > 0 and

/ () [2da g/ 2254y < oo
|z|>1

|z|>1

since RNz < % So, f € L' + L? and the Fourier transform f is defined almost

everywhere. A change of variable shows that f(u) = c.|u|™* where ¢, is some
constant depending only on z. It is not difficult to show that

[ @i = [ it

[e.9] —00

both integrals leading to Gamma functions and ¢, = /7
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