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1. (a) State the “Fixed Point Theorem,” which gives sufficient conditions for an iteration
ZTnt1 = g(xp) to converge to a fixed point.
(b) Consider the iteration with g(z) = = + %(2 —ev).
i. Show that the iteration has a fixed point at x = In 2.
ii. Show that the scheme satisfies all the conditions of the fixed point theorem on the
interval [0, 1].

iii. What is the order of convergence of the scheme?

iv. Let g = 0.5 and compute x3.
v. What is the relative error of x3 as an approximation to In 27

2. Assume that zg < 21 < ... < x,,. Then divided differences can be defined recursively using
the formula
flrivt, Tito, - Tigg) — flwa T, - Tigyo]

fles, Tig1, .. Tigg] = :
Tipj — T

(a) Define the zeroth divided differences f[z;] for j =0,1,...,n.

(b) Let
n
pu() =) cjwj(x)
§=0
be the Newton form of the interpolating polynomial based on xzg,z1,...,%,. Define

the polynomials w;(z) for j = 0,1,...,n. State ¢; in terms of the appropriate divided
difference(s) for j =0,1,...,n.

(c) Assuming that f is n-times differentiable, show that there exists £ € [x¢, 2] such that

flzo, 1, ..., zp] =

(d) Given
1‘0:0, 1'1:1, x2:2, 333:3,
f(zo) =2, f(z1) =3, [f(z2)=10, f[f(z3)=29,
construct the appropriate table of divided differences and hence state

i. the polynomial of degree 3 which interpolates at xg, x1, 2, 3.
ii. the polynomial of degree 2 which interpolates at x1, xo, x3.

Evaluate each polynomial at z = 2.5.
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3. Consider the Forward Difference Approximation

f(zo+h) — f(zo)
3 :

f'(ao) ~ Ni(h) =

and the data

z |0 0.1 0.2 0.4
f(z) | 0] 0.099833 | 0.19867 | 0.38942

(a) Using Taylor Series, or otherwise, show that f/(zg) = Ni(h) + c1h + coh? + O(h3).

(b) Use Richardson extrapolation to find Na(h) such that f’(x¢) = Nao(h) + kah? + O(h3),
and N3(h) such that f’(z¢) = N3(h) + O(h?). (The formula for No(h) should involve
Ni(h) and Ny(h/2).

(c) Taking xp = 0, evaluate N1(0.1), N1(0.2) and N1(0.4), and use these values to evaluate
Ny(h) for two values of h and N3(h) for one value of h.

4. (a) Define the degree of accuracy (also known as the degree of precision) of a quadrature
formula Ip,(f) for approximating the integral

10 = [ s

(b) Find the degree of accuracy p of the quadrature formula

In() = SHIf () + f(o)]

where a = xg, b=x3 and h =x;41 — =
(c) Given that I(f) = Ih(f) + khPt2 fPH1) () where p is the degree of accuracy, find k.

(d) Evaluate Iy(f) when I(f) = [; > 1dx = In(2) to obtain an approximation to In(2). Use
the error bound from (¢ ) to find an upper bound for the error in this approximation.
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5. Simpson’s Rule Jy(f) = (h/3)[fo + 4f1 + f2], where f; = f(z;) for approximating J(f) =
[o2 f(x)dz has the error formula

h5
J(f) = In(f) = =55 £
where ¢ € [zg, z2].

(a) Let n be even, g = a, , = b, h = (b—a)/n and z; = a + jh. State the Composite
Simpson’s Rule Ij,(f) for approximating I(f) = ff f(z)dx.
(b) Assuming that f € C*[a,b] show that the Composite Simpson’s Rule satisfies

(b—a), 4 (4)
AN

I(f) = In(f) = -

for some ¢ € [a, b].

(c¢) Let I(f) be the Composite Simpson’s Rule approximation to

21
n2=1I(f)= / —dz.
1 T
i. Evaluate I;,(f) with h = 0.25.
ii. What value of h is required to ensure that |I(f) — I (f)| <1078 ?

6. Consider the initial value problem
v = f(y), 0<t<T, y(0)=a.
Suppose you approximate the solution y(¢) using the Runge-Kutta method

wo = «,
Wis1 = w; + sh| fw;) + 2f(wi + 2 f(w;))|, i=0,..N
with time-step h > 0.
(a) Define and find the local truncation error 7;41(h) of this method, and use it to determine

the order of the method.

(b) Consider the case where
fly) =Ay, A<,

and
i. show that w;y1 = (1 +hA+ @)wl

ii. Under what conditions on h does lim; oo w; =0 ?

7. (a) State sufficient conditions on p(t), ¢(t), r(t), to ensure that the boundary value problem

v =pt)y +qt)y+r(t), a<t<b  yla)=a, yb) =4,

has a unique solution.

(b) Use the linear shooting method to approximate the solution y(0.5) of the boundary value
problem
y' =ty +2y—t, 0<t<l,  y(0)=0, y(l)=2,

using h = 3, and the (Forward) Euler method.



