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1. Let

A =

0
B@

1 2 3 0 �1
5 1 6 6 �2
13 8 21 12 �7

1
CA

and ~b = (1; 5; 13)t. Find a basis for the row space, column space and null space of A. Give

the dimension of each space. What is the rank of A? Solve A~v = ~b. Is (�7;�8;�3;�12; 7)
in the row space? Is (�1;�1; 2; 0; 3)t in the null space?

2. W = spanf(1; 1; 0; 1)t; (1; 0; 1; 1)tg. Find orthogonal bases for W and W?; the inner
product is the usual dot product. Check directly that the collection of all the vectors in
the two bases is independent; this will verify that W �W? = R4. (R is the �eld of real
numbers.) Express (4; 3; 2; 1)t as a sum ~w + ~u, where ~w 2 W and ~u 2 W?.

3. y1(t) and y2(t) are functions in the real variable t. Solve the system of di�erential equations

y0
1
= 5y1 � 5y2

y0
2
= 5y1 + 5y2

�rst over C (the complex numbers) and then over R. If y1(0) = y2(0) = 3, give the
particular solution.

4. For each of the following subsets of V = P3(t) (the collection of polynomials of degree
� 3), state which are subspaces of P3(t); justify.

(a) The set P2(t) of polynomials of degree � 2.

(b) ff 2 V : f 0(6) = 0g.

(c) ff 2 V : f 0(7) = 1g.

5. T is the function from C2 to itself de�ned by T [(z1; z2)
t]

= (z1 + z2; 6z1)
t: Verify that T is a linear transformation. Give the matrix of T with

respect to the standard basis, and also with respect to the basis f(i; 0)t; (0; 1+ i)tg. Give
the change-of-basis matrix.
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6. De�ne the operator T : P3(t)! P3(t) by the formula T (f) = f +
df

dt
.

(a) Prove that T is linear.

(b) Let F = (t+ t3;�2t+ t3; 1+7t� 5t2; 1� 8t3): F is a basis of P3(t) (do not check it).
Write down the product of speci�c matrices and inverses of such that gives [T ]F , the
matrix of T with respect to the basis F . Do not calculate [T ]F .

7. Verify that, for the space V of continuous real-valued functions on [0; �
2
], the function

< f jg >=
R �

2

0 sin(t)f(t)g(t)dt is an inner product. Let W = spanfsin(t); cos(t)g: Find
an orthogonal basis for the subspace W . [Hint: the easiest way to integrate sin2(t) cos(t)
is to use the substitution u = sin t, du = cos tdt. sin3 t = sin t � cos2(t) sin t, so make
another substitution.] Write the formula for, but do not calculate, an orthonormal basis
of W .

8. Diagonalize the matrix

A =

0
B@

1 1 0
1 1 �2
0 0 �2

1
CA :

Use this to �nd A6.

9. Describe the shape of the surfaces in R3 whose equations are:

(a) 5x2 � 4xy + 2y2 + 6z2 = 1;

(b) x2 � 4xy + 4y2 + 2xz � 4yz + z2 = 1;

(c) �x2 + 4xz + 2y2 + 2z2 = 1.

10. V is the vector space of 2� 2 matrices over R and T : V �! V is the operator de�ned
by T (A) = 1

2
(A + At). Show that T is a projection. What is the rank of T ? What is

Im(T )? What is Ker(T )?
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